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RESUMO (PT): 

O artigo aborda os limites éticos da utilizagdo de tecnologias de inteligéncia 

artificial, especificamente deepfakes, na exploragdo péstuma do direito de 
imagem. Com os avangos tecnoldgicos, tornou-se possivel recriar imagens e 

dudios de pessoas falecidas de forma extremamente realista, o que levanta 

sérias questoes sobre privacidade, autenticidade e o uso não autorizado 

dessas representagées. A partir da andlise de casos como a recriagdo da 

cantora Elis Regina em uma campanha publicitdria da Volkswagen, são 
discutidos os desafios legais e éticos associados ao uso dessas tecnologias. 
Além disso, o artigo explora o impacto das deepfakes no contexto politico, 
destacando como essas ferramentas podem ser usadas para manipular a 
opinião publica, especialmente durante periodos eleitorais, ameagando a 

integridade democratica. A falta de regulamentagdo especifica para o uso de 
deepfakes é apresentada como um problema critico, sendo essencial o 

desenvolvimento de diretrizes legais que garantam a protegdo do direito de 
imagem e a preservagao da dignidade da pessoa humana. A pesquisa sugere a 

necessidade de um esforgo legislativo coordenado para acompanhar as 
rapidas transformagdes tecnolégicas, promovendo um equilibrio entre 

inovação e protegdo dos direitos fundamentais. 

PALAVRAS-CHAVE: deepfakes; inteligéncia artificial; direito de 
imagem; regulamentagdo; limites éticos. 

ABSTRACT (EN): 

The article addresses the ethical limits of using artificial intelligence 
technologies, specifically deepfakes, in the posthumous exploitation of image 
rights. With technological advances, it has become possible to realistically 
recreate images and audio of deceased individuals, raising serious issues 
regarding privacy, authenticity, and unauthorized use of these representations. By 
analyzing cases such as the recreation of singer Elis Regina in a Volkswagen 
advertising campaign, the article discusses the legal and ethical challenges 
associated with the use of these technologies. Additionally, it explores the impact 
of deepfakes in the political context, highlighting how these tools can be used to 
manipulate public opinion, especially during electoral periods, threatening 
democratic integrity. The lack of specific regulations for the use of deepfakes is 
presented as a critical issue, emphasizing the need for legal guidelines that 
ensure the protection of image rights and the preservation of human dignity. The 
research suggests the necessity of a coordinated legislative effort to keep up with 
rapid technological transformations, promoting a balance between innovation 
and the protection of fundamental rights. 

KEYWORDS: deepfakes; artificial intelligence; 
regulation; ethical limits. 

image rights; 
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Introdugéo 

Os avangos tecnolégicos tém impactado significativamente as relagdes civis, alterando as 

formas de trabalho, comunicagdo e exploragdo dos reflexos patrimoniais dos direitos da 

personalidade. Nesse contexto, as inteligéncias artificiais (IAs) tém se mostrado primordiais na 

ampliagéo da produtividade e na otimizagdo de processos, promovendo uma eficiéncia 

substancialmente maior em diversos setores. Entretanto, o impacto dessas tecnologias vai além 

dos ganhos de produtividade; ele acarreta desafios complexos para a regulagdo e protegdo de 

direitos fundamentais, especialmente no que se refere à privacidade e & integridade das 

informagdes. 

Diversos especialistas destacam o potencial das IAs em se tornarem aliadas poderosas 

na formulagdo de regras de seguranga mais robustas, além de sua capacidade de simular 

cendrios de risco para identificar e testar vulnerabilidades (Montini, 2024). No entanto, a mesma 

tecnologia que aprimora e fortalece sistemas de seguranga também pode ser utilizada por 

agentes mal-intencionados, levantando questdes sobre a necessidade de adaptagbes e 

releituras das normas juridicas vigentes. A auséncia de uma regulagdo clara pode resultar na 

perpetuagdo de zonas cinzentas, especialmente quando se trata de temas como a privacidade, 

a responsabilidade civil e os limites éticos do uso de tecnologias avangadas. 

Um exemplo emblematico dessa complexidade é a tutela póstuma do direito de imagem, 

que consta expressamente do artigo 20 do Código Civil (Lei n° 10.406/2002), que protege a 

privacidade e honra das pessoas ao estabelecer que a utilizagdo não autorizada da imagem 

pode ser proibida e indenizada se prejudicar a honra, a boa fama ou se destinar a fins 

comerciais. Em uma era de tecnologias avangadas, sistemas de inteligéncia artificial ja sdo 

capazes de criar e recriar cenas ficcionais com imagens e dudios de individuos de maneira 

extremamente realista, sejam essas pessoas vivas ou já falecidas, o que levanta novas 

indagagdes sobre a limitagdo dessas aplicagdes e a efetividade da legislagdo vigente. 

Esse progresso tecnologico possibilita a produgdo de representagdes da realidade que, 

em muitos casos, podem ser equivocadamente interpretadas como eventos ou atos reais, 

desafiando a capacidade humana de distinguir entre o que é auténtico e o que é fabricado. 
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Assim, a disseminagdo dessas representagdes fraudulentas gera uma série de desafios no 

que tange & comunicagdo e à integridade das informagdes. Questdes relacionadas à 

autenticidade, ao consentimento e à potencial manipulagdo de dados tornam-se evidentes, 

exigindo uma revisdo continua e adaptativa das legislações para lidar com as novas realidades 

criadas por essas inovagdes tecnologicas. 

Do ponto de vista juridico, o artigo 5¢, inciso X, da Constituigdo Federal protege direitos 

fundamentais como a intimidade, a honra, a vida privada e o direito de imagem, garantindo a 

privacidade e a dignidade da personalidade do individuo. No entanto, em um contexto de 

rdpida evolução tecnoldégica, a aplicagdo dessas protegdes torna-se desafiadora, 

especialmente quando a tecnologia é usada para recriar de forma realista imagens e vozes de 

pessoas sem o seu consentimento expresso (Gomes, 2002; Beltrdo, 2013). 

Um caso que exemplifica essas novas fronteiras é o recente comercial da fabricante de 

veiculos Volkswagen, intitulado “VW Brasil 70: O novo veio de novo”, no qual, por meio de 

ferramentas de IA baseadas em redes neurais, a cantora Elis Regina, falecida em 1982, aparece 

cantando ao lado de sua filha, Maria Rita, na iconica cangdo “Como Nossos Pais”, de Belchior. A 

campanha publicitaria evidenciou a forma como a tecnologia pode distorcer a realidade, 

trazendo & vida pessoas ja falecidas de maneira extremamente realista, e gerando intensos 

debates sobre os preceitos legais e éticos do uso da IA. 

Diante desse cendrio, este artigo tem como objetivo analisar o impacto das tecnologias 

de inteligéncia artificial no direito de imagem, explorando as limitagées e desafios que 

emergem do uso dessas ferramentas para recriagdo de cenas e conteudos audiovisuais. A 

partir da andlise do comercial da Volkswagen, busca-se fomentar a discussGo sobre a 

necessidade de diretrizes claras que garantam a protegdo dos direitos individuais, a 

integridade da informagdo e a responsabilidade dos criadores e disseminadores desse tipo de 

conteudo. Assim, pelo método dedutivo, pretende-se contribuir para o desenvolvimento de uma 

base interpretativa que acompanhe o ritmo acelerado das inovagdes tecnologicas, 

assegurando que os avangos ocorram sem comprometer valores essenciais como a dignidade 

e a privacidade. 
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Inteligéncia artificial e a exploragdo da imagem 

A busca por equilibrio entre a evolugdo tecnolégica e as protegdes legais é evidenciada 

pela crescente discussdo sobre ética e novas tecnologias. Tendo em vista que o principio da 

dignidade da pessoa humana é um dos pilares da Republica Federativa do Brasil (Constituigdo 

Federal, artigo 12, inciso III) e um elemento fundamental no contexto dos direitos, deveres e 

valores da sociedade (Andrade, 2003), pode-se afirmar que o desenvolvimento de imagens 

emuladas por inteligéncia artificial vai na contramdo dos principios bdsicos da Constituigdo, 

uma vez que a criagdo de imagens de pessoas já falecidas pode levar à produgdo de conteúdo 

falso e enganoso, distorcendo a opinido e a contribuigéo cultural do falecido para a sociedade 

(Medon, 2021). Além disso, a IA pode ser utilizada para manipular as emogdes das pessods 

(Spivak, 2019), criando situagdes ficticias que geram desconfianga em relagdo aos conteudos 

visuais, dificultando a distingdo entre o que é real e o que ndo é (Morato, 2023). 

Esse cendrio abre margem para uma discussdo relevante e necessdria sobre a possivel 

regulamentagdo da inteligéncia artificial. O herdeiro pode autorizar a criagdo de imagens de 

um ente ja falecido para conteudos ficcionais? Existem mecanismos atuais para proteger a 

imagem de pessoas falecidas? Quais estratégias podem ser desenvolvidas com o intuito de 

resguardar a populagdo de manipulagées? 

Na campanha produzida para comemorar os 70 anos da Volkswagen no Brasil, criada 

pela agéncia AImapBBDO e langada em 4 de julho de 2023, Maria Rita aparece dirigindo um ID. 

Buzz, uma versdo elétrica e moderna da Kombi, enquanto a imagem de Elis Regina, falecida ha 

mais de 40 anos, foi recriada de forma extremamente realista por meio de redes neurais 

baseadas em processos heuristicos sofisticados de aprendizado profundo, apresentando-se ao 

lado de sua filha enquanto dirigia uma Kombi. 

Em meio a imagens reais de outros sucessos de venda, como os automoveis Gol e 

Fusca, o anúncio mostrou cenas ficcionais da cantora ja falecida cantando com sua filha o 

classico “Como Nossos Pais”, com énfase no refrdo “o novo sempre vem”, da musica composta 

por Belchior, em 1976, para divulgar a nova SUV, tratada como sucessora da Kombi. Assim, a 

campanha remete @ mãe e à filha, com o slogan final “Volkswagen, sucesso que passa de 

geragdo para geragdo”. 

O video, veiculado em canais de televisdo, festivais musicais e redes socidais, foi elaborado 

por meio de uma deepfake, ferramenta que emprega o uso de IA para modificar ou sobrepor 

um rosto digital sobre uma imagem real (Renaud, 2019). 
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Tal tecnologia se torna viavel devido ao aprendizado profundo, também conhecido 

como deep learning. Durante esse processo, diversas imagens do agente são fornecidas a um 

algoritmo que captura a feigdo do ator ou atriz em vdrias poses, gerando representagdes 

hologrdficas ou tridimensionais fidedignas e convincentes (Faleiros Junior; Rocha, 2023). Em 

seguida, o rosto é mapeado com base nos tragos reais e refinado para maior precisdo, 

resultando em retratos expressivos e extremamente realistas (De Ruiter, 2021). 

Essas copias fiéis se tornaram um novo marco na histéria da manipulagdo de imagens, 

podendo ser vistas como uma modalidade mais avangada de falsificagdo. A falta de 

fiscalizagdo e regulamentagdo pode gerar uma onda desenfreada de desinformagdo, 

difamagédo e distorgdo da realidade. Videos falsos que simulam o rosto de pessoas redis 

podem se tornar uma via sofisticada para espalhar mentiras, praticar golpes e incitar 6dio 

contra outras pessoas, provocando uma revolta no publico que pode ser irreversivel. 

Sob esse viés, destaca-se a polémica em torno do comercial televisivo. Isso porque 

Elis Regina foi um dos simbolos de resisténcia e luta contra a ditadura militar de 1964. Durante 

esse periodo de repressGo, a artista desenvolveu uma linguagem engajada pela 

redemocratizagdo do pais, tornando-se um sucesso de publico e alvo de represdlias. Entre 

suas agdes, a ativista cantou em greves, fez shows gratuitos em apoio ao voto direto e 

financiou a primeira revista feminista nacional. Além disso, suas musicas de protesto 

reforgaram ideias de resisténcia à opressdo institucional, denunciando crimes e violéncias 

cometidos por representantes do Estado (Almeida; Santos, 2021). 

Por outro lado, a Volkswagen, presente no Brasil desde 1955, cooperou de forma 

significativa com o governo ditatorial. Segundo relatério conjunto divulgado pelo Ministério 

Publico do Estado de Sdo Paulo, Ministério Publico Federal e Ministério Publico do Trabalho 

(2020), a empresa alemã se beneficiou das vantagens econémicas decorrentes da suspensdo 

de direitos trabalhistas elementares e contribuiu de varias maneiras para a manutengdo do 

regime repressor no pais. 

Diante disso, o Conselho Nacional de Autorregulamentagdo Publicitaria (Conar) instaurou 

uma representagdo ética contra a campanha da Volkswagen para investigar o uso indevido 

da imagem da cantora. Considerando o histérico polémico, surge a duvida natural se Elis 

Regina teria aceitado vincular sua imagem & fabricante de veiculos para a campanha de 

2023, algo impossivel de responder. Além disso, questiona-se se o uso de IA confundiu as 

emogdes do publico, que pode ndo estar familiarizado com a trajetéria da renomada 

compositora. 
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Ademais, levanta-se a questdo de se a propaganda, ao utilizar a imagem da artista, 

violou o artigo 20 do Código Civil, atingindo sua boa fama, honra e respeitabilidade, ao se 

destinar a fins comerciais. Também se discute se a legitimagdo extraordindria de seus 

sucessores, prevista no pardagrafo unico do mesmo dispositivo, seria aplicavel de forma 

irrestrita a essa situagdo. 

Sob essa perspectiva, celebridades como Madonna (Llewellyn, 2023) e Whoopi Goldberg 

(Ferreira, 2023) já se anteciparam e proibiram as recriagées digitais de suas imagens após 

suas mortes, com o objetivo de evitar constrangimentos e divulgagdes incompativeis com 

suas respectivas opinides (De Ruiter, 2021). 

Deepfakes e manipulagdo de imagens: desafios para a democracia e a proteção 

do direito de imagem na era da inteligéncia artificial 

Noutro giro, as manipulagdes de imagens efetuadas com a intengdo de distorcer e 

influenciar a realidade constituem uma violagdo das legitimas expectativas de quem recebe o 

conteudo & obtengdo de informagdes fidedignas, pois essa pratica ndo apenas compromete 

a integridade e a veracidade dos dados divulgados, mas, ao disseminar informagdes 

alteradas ou enganosas, cria-se um ambiente de vulnerabilidade, no qual representagdes da 

realidade podem ser facilmente confundidas com eventos veridicos, colocando em xeque a 

capacidade de discernimento quanto & autenticidade do conteudo fornecido. Dessa maneira, 

a confianga nas fontes de informagdo é corroida, levando a consequéncias adversas na 

formagdo da opinido publica e no exercicio dos direitos dos cidaddos (Spivak, 2019). 

Sob esse viés, a dificuldade de fiscalizagdo e regulamentagdo das ja citadas 

deepfakes implica sérias consequéncias para a integridade dos processos democraticos e 

eleitorais. A luz disso, mesmo profissionais especializados em inteligéncia artificial enfrentam 

dificuldades para identificar deepfakes com precisdo. Alessandra Montini, diretora do Labdata 

da FIA Business School, afirmou que o processo de detecgdo dessas falsificagdes pode ser 

demorado, dado o nivel de sofisticagdo alcangado por essas tecnologias (Montini, 2024). 

Nas eleigoes presidenciais da Argentina, as deepfakes foram utilizadas em larga 

escala como instrumento de manipulagdo da opinido publica. A titulo de exemplo, grupos 

politicos de direita e integrantes do partido La Libertad Avanza, de Javier Milei, compartilharam 

nas redes sociais, como Instagram e TikTok, um video manipulado que mostra o adversdrio 

Sergio Massa consumindo cocaina. 
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O video foi apresentado com um nivel de realismo extremamente convincente, 

demonstrando o qudo sofisticada e perigosa essa tecnologia pode ser ao criar falsificagées 

que visam influenciar negativamente as eleigdes e a percepgdo dos eleitores (Uol Noticias, 

2024). 

Ao examinar esse cendrio, torna-se evidente que os efeitos resultantes da disseminagdo 

de deepfakes no contexto eleitoral sdo profundamente preocupantes e carregam 

implicagdes alarmantes, especialmente no que diz respeito & exploragdo péstuma do direito 

de imagem (Medon, 2021). A utilizagdo de tecnologias de manipulagdo audiovisual para 

distorcer a percepgdo publica de candidatos, como no caso de videos falsificados de figuras 

politicas, não apenas compromete a decéncia do processo democrdtico, mas também viola 

diretamente os direitos de imagem dos individuos retratados (De Ruiter, 2021). 

Nesse contexto, compreende-se que videos falsos simulando o rosto de pessoas reais 

tém o potencial de se transformar em uma via sofisticada para espalhar mentiras, praticar 

golpes e incitar o 6dio contra outros, causando revolta no publico e colocando a reputagdo 

e a seguranga das vitimas em risco (Silveira; Machado; Faleiros Junior, 2024). 

Sob essa perspectiva, com a elevada taxa de disseminagdo e a dificuldade de conter a 

propagagdo de informagdes falsas, a onda desenfreada de desinformagdo, difamagdo e 

distorção da realidade tornou-se uma ferramenta de grande poder. Nesse contexto, tais 

distorgdes podem modificar substancialmente o rumo do processo eleitoral, com efeito 

devastador sobre as instituigdes e os regimes democraticos (Brasil, Tribunal Superior 

Eleitoral, 2024a). Ademais, a propagagdo desses conteudos falsos subverte o direito dos 

eleitores à informagdo veridica, colocando em risco a confianga publica nas eleigdes. Assim, 

é imprescindivel que mecanismos legais mais rigorosos sejam implementados para regular o 

uso da inteligéncia artificial na produgdo de deepfakes, garantindo a preservagdo dos 

direitos individuais e a lisura do processo eleitoral (Brasil, Tribunal Superior Eleitoral, 2024). 

Com base nesse raciocinio, o Tribunal Superior Eleitoral (TSE) aprovou a Resolugdo 

23.732/2024, que regulamenta o uso de conteudos produzidos por IA no processo eleitoral. 

De acordo com o art. 92-C, § 12, da referida resolugdo: “E proibido o uso, para prejudicar ou 

para favorecer candidatura, de conteudo sintético em formato de dudio, video ou 

combinagdo de ambos, que tenha sido gerado ou manipulado digitaimente, ainda que 

mediante autorizagdo, para criar, substituir ou alterar imagem ou voz de pessoa viva, 

falecida ou ficticia (deepfake)” (Brasil, Tribunal Superior Eleitoral, 2024b). 
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Em resumo, a Resolugdo 23.732/2024 é uma clara tentativa de conter e combater a 

desinformagdo e o uso abusivo das IAs. Assim, entende-se que a tecnologia deepfake se 

apresenta como uma das principais preocupagdes da justiga eleitoral devido ao seu elevado 

potencial para distorcer a realidade e comprometer a integridade do processo eleitoral 

(Brasil, Tribunal Superior Eleitoral, 2024). 

Diante disso, o presidente do TSE e ministro do STF, Alexandre de Moraes, inaugurou, em 

2024, o Centro Integrado de Enfrentamento & Desinformagdo e Defesa da Democracia 

(Ciedde), que contard com uma rede de comunicagdo em tempo real com os 27 tribunais 

regionais eleitorais (TREs), visando garantir o cumprimento das regras sobre inteligéncia 

artificial e o monitoramento dos conteudos publicados nas redes sociais (Brasil, Tribunal 

Superior Eleitoral, 2024a). Portanto, essa iniciativa representa um avango significativo no 

combate à desinformagdo e na protegdo do processo eleitoral, demonstrando o 

comprometimento da justi¢a eleitoral em adaptar-se às novas ameagas digitais, como as 

deepfakes e outras formas de manipulagdo de dados (Brasil, Tribunal Superior Eleitoral, 

2024b). 

Além disso, o ministro Alexandre de Moraes enfatizou que: “A Justiga Eleitoral não irá 

admitir discurso de 6dio, ndo ird admitir deepfakes e noticias fraudulentas” (Brasil, Tribunal 

Superior Eleitoral, 2024a). Nesse sentido, é essencial reconhecer a gravidade dessa questdo e 

a necessidade de proteger a autenticidade das informagédes, a fim de preservar os direitos 

fundamentais dos individuos, em especial o direito de imagem e a estrutura da democracia. 

Desse modo, esse contexto abre espago para questionamentos relevantes e 

necessarios sobre a regulamentagdo das inteligéncias artificiais, especialmente no que se 

refere ao direito de imagem e à seguranga dos processos eleitorais. Quais são os limites entre 

a liberdade de expressdo e a censura nos casos envolvendo deepfakes? Como lidar caso uma 

deepfake influencie o resultado de uma eleição? É necessdria a criagdo de novas normas 

especificas para limitar as deepfakes? Quais medidas legais podem ser implementadas para 

equilibrar o uso de deepfakes em relagdo à protegdo do direito à privacidade e do direito de 

imagem? 

Alguns apontamentos sobre a necessidade de iniciativas regulatérias 

O uso de deepfakes, apesar de suas aplicagdes legitimas em setores como o entretenimento 

e a educagdo, apresenta sérios riscos para a integridade da informagdo e a protegdo do 

direito de imagem. Em um contexto em que a tecnologia permite criar falsificagdes 

extremamente realistas, hd uma crescente preocupação sobre como essas ferramentas 
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podem ser utilizadas para manipular a percepgdo publica de individuos, especialmente figuras 

publicas e celebridades. Conforme apontado por De Ruiter (2021), o desenvolvimento de 

deepfakes marca uma nova era na manipulagdo de conteddos audiovisuais, capaz de enganar 

até mesmo especialistas em algumas situagées. Essa capacidade de criar representagées 

fidedignas, porém falsas, levanta questdes criticas sobre privacidade, autenticidade e as 

fronteiras legais para o uso de imagens, especialmente quando se trata de figuras que não 

consentiram com tais usos. 

O direito de imagem, previsto no Código Civil (art. 20), protege o individuo contra o uso 

ndo autorizado de sua imagem para fins comerciais ou que possam atingir sua honra e 

respeitabilidade. No entanto, a legislagdo atual enfrenta desafios significativos para 

regulamentar o uso de deepfakes, especialmente quando se considera a rapidez com que essas 

tecnologias evoluem. Como argumenta Medon (2021), a sofisticagdo das deepfakes exige uma 

abordagem legal mais robusta para proteger o direito à imagem de pessoas vivas e, de forma 

ainda mais critica, de pessoas falecidas. Recentes campanhas publicitdrias, como o controverso 

uso da imagem de Elis Regina por meio de IA, evidenciam a necessidade de uma 

regulamentagdo clara e eficaz, que oferega diretrizes para o uso ético e responsdvel dessas 

tecnologias (AImeida; Santos, 2021). 

Adicionalmente, a facilidade de disseminagdo de deepfakes através de plataformas 

digitais e redes sociais aumenta exponencialmente seu potencial prejudicial. Alessandra Montini 

(2024) destaca que, uma vez publicadas, essas falsificagdes podem se espalhar rapidamente, 

dificultando o controle e a remogdo do conteudo. Isso coloca em risco a reputagdo de 

individuos e organizagdes, além de facilitar a propagagdo de desinformagdo em larga escala. 

Casos como o das eleigdes na Argentina, onde videos manipulados foram usados para 

influenciar a percepgdo publica de candidatos, revelam como as deepfakes podem ser 

exploradas de maneira maliciosa para fins de manipulagéo politica (Uol Noticias, 2024). Esses 

exemplos sublinham a urgéncia de criar mecanismos legais que ndo apenas responsabilizem os 

criadores de deepfakes, mas que também implementem medidas preventivas para impedir sua 

disseminagdo. 
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A auséncia de uma regulamentagdo clara sobre o uso de deepfakes compromete a 

protegdo do direito de imagem e ameaga a propria integridade da comunicagdo digital. De 

acordo com Scherer (2024), a falta de um marco regulatério especifico para essa tecnologia 

permite que ela seja utilizada como uma ferramenta de manipulagdo e engano, prejudicando 

a confianga publica em fontes de informagdo legitimas. Por essa razdo, é crucial que 

legislagées como a Resolugdo 23.732/2024 do TSE sirvam de exemplo para a implementagdo 

de normas mais abrangentes, capazes de garantir a protegdo do direito de imagem e a 

autenticidade das informagdes em ambientes digitais (Brasil, Tribunal Superior Eleitoral, 

2024b). Além disso, iniciativas como o Centro Integrado de Enfrentamento à Desinformagdo e 

Defesa da Democracia (Ciedde) mostram que é possivel adotar agdes praticas para mitigar os 

efeitos negativos das deepfakes, promovendo um ambiente digital mais seguro e transparente 

(Brasil, Tribunal Superior Eleitoral, 2024b). 

Deepfakes no processo eleitoral e na democracia 

A disseminagdo de deepfakes no contexto politico representa uma ameaga 

significativa & integridade do processo eleitoral e, por consequéncia, a propria democracia. 

As eleigdes são um momento crucial em qualquer sistema democrdtico, e a confianga do 

publico na autenticidade das informagdes veiculadas é essencial para assegurar que os 

resultados reflitam verdadeiramente a vontade popular. No entanto, a utilizagéo de deepfakes 

para criar conteudos enganosos sobre candidatos e figuras publicas pode influenciar de 

maneira negativa a opinido dos eleitores, distorcendo fatos e manipulando percepgdes. Como 

apontado por Silveira, Machado e Faleiros Junior (2024), a vulnerabilidade dos eleitores diante 

de deepfakes é um risco crescente, especialmente quando essas tecnologias sdo usadas 

para difamar ou descreditar candidatos durante periodos eleitorais. 

O uso dessas tecnologias para fins politicos é preocupante porque pode alterar o 

comportamento do eleitorado, levando a escolhas baseadas em informagdes incorretas ou 

fabricadas. A complexidade das deepfakes também se reflete nas dificuldades enfrentadas 

pelos sistemas legais e instituigdes eleitorais para lidar com essa ameaga. A falta de 

regulamentagdo especifica e a velocidade com que as deepfakes se propagam pelas redes 

sociais tornam o combate a essa prdatica um desafio continuo. 

Como observado por De Ruiter (2021), a criagdo de parcerias estratégicas e o 

desenvolvimento de tecnologias avangadas de detecgdo sdo essenciais para mitigar os riscos 

das deepfakes e proteger os processos democrdticos de manipulagdes sofisticadas. 
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Conclusdo 

Em sintese conclusiva, sinaliza-se a necessidade de ampliagdo dos debates sobre 

os limites éticos a serem definidos para a exploragdo econémica do direito de imagem, 

especialmente de pessoas falecidas, tendo em vista que novas tecnologias - como os 

deepfakes - envolvem riscos perceptiveis, mas aparentemente de dificil parametrizagdo, 

especialmente ao se considerar a irrefredvel situagdo do avango dos sistemas de 

inteligéncia artificial. 

Os desafios são muitos, e envolvem a parametrizagdo ética dos deveres que se 

deve impor aos agentes que adotam sistemas de inteligéncia artificial para que ndo se 

cometa extrapolagdes danosas, especialmente em relagéo & preservagdo da memória de 

pessoas falecidas que, em vida, não tiveram a oportunidade de expressar sua vontade em 

sentido contrario & utilizagdo péstuma da imagem. 

Para além disso, reacende-se o debate em relagdo & necessidade de releitura 

especifica do artigo 20 do Cédigo Civil, quanto à extensdo da protegdo conferida por seu 

caput ao direito à imagem, que pode contemplar, ou não, criagdes artificiais; ademais, em 

relagéo a seu paragrafo unico, amplia-se a discussdo sobre os limites da legitimagao 

extraordindria dos sucessores para a exploragdo patrimonial póstuma da imagem da 

pessoa falecida. Os dois temas certamente serão enfrentados em futuras pesquisas 

académicas para as quais espera-se que o presente resumo expandido sirva de estimulo. 

Considerando o impacto crescente das tecnologias de inteligéncia artificial no 

cotidiano e sua rdapida evolugdo, torna-se imprescindivel estabelecer uma 

regulamentagdo clara e abrangente que contemple os novos desafios apresentados pelos 

deepfakes. A Resolugdo 23.732/2024 do Tribunal Superior Eleitoral, por exemplo, representa 

um avango significativo no combate & desinformagdo eleitoral, proibindo o uso de 

conteudo sintético para manipular ou distorcer a percepgdo do publico sobre candidatos 

durante o pleito. Contudo, o debate precisa ir além das eleigdes e abarcar outras esferas 

sociais, especialmente no que tange à protegdo do direito de imagem e à preservagdo da 

memoéria individual e coletiva. Medidas regulatérias mais robustas e especificas para o uso 

de deepfakes fora do contexto eleitoral sGo necessdrias para mitigar os riscos associados 

à exploragdo indevida dessas tecnologias. 

Nesse sentido, a criagdo de centros especializados, como o Centro Integrado de 

Enfrentamento à Desinformagdo e Defesa da Democracia (Ciedde), demonstra o 

comprometimento das autoridades brasileiras em adaptar-se às novas ameagas digitais e 

proteger a integridade das instituigdes democraticas. 
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No entanto, a efetividade dessas iniciativas dependerd de uma cooperagdo continua entre 

o setor publico, o setor privado e a sociedade civil, além do desenvolvimento de politicas 

que incentivem a transparéncia e a responsabilizagdo dos agentes envolvidos na criagéo e 

disseminagdo de conteudos manipulados. A busca por um equilibrio entre o incentivo à 

inovagdo tecnolégica e a protegdo dos direitos fundamentais exigird uma reflexéo ética 

profunda e um esforgo legislativo coordenado, capaz de acompanhar a velocidade das 

transformagdes tecnolégicas. 
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