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Resumo

O artigo aborda a problematica da desinformacao racista nas redes sociais e seu
impacto nas culturas afro-brasileiras, africanas e indigenas, analisando como
essa pratica perpetua preconceitos e exclui narrativas historicas. Inserido no
escopo da ciéncia da informacdo, o estudo explora o papel dessa area na
promocao de praticas antirracistas e na preservacao dos direitos humanos. Sao
discutidos desafios como os vieses algoritmicos, estratégias para combater
contetidos racistas e promover a literacia informacional voltada a inclusao digital.
Além disso, destaca iniciativas bem-sucedidas que amplificam as vozes das
comunidades marginalizadas e propoe solucées como curadoria ética de acervos,
algoritmos inclusivos e politicas ptablicas de regulacdo. O artigo também reflete
sobre o impacto dessas acbes no combate ao racismo estrutural, contribuindo
para uma sociedade mais equitativa e diversa. A analise se fundamenta em dados,
exemplos praticos e perspectivas inovadoras.
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DISINFORMATION AS A TOOL OF
OPPRESSION:
THE ROLE OF INFORMATION SCIENCE IN
BUILDING ANTI-RACIST PRACTICES AND
PROMOTING HUMAN RIGHTS

Abstract

The article addresses the issue of racist misinformation on social media and its
impact on Afro-Brazilian, African, and Indigenous cultures, analyzing how this
practice perpetuates prejudice and excludes historical narratives. Within the
scope of information science, the study explores the role of this field in promoting
anti-racist practices and preserving human rights. Challenges such as algorithmic
biases, strategies to combat racist content, and promoting informational literacy
focused on digital inclusion are discussed. Additionally, it highlights successful
initiatives that amplify the voices of marginalized communities and proposes
solutions such as ethical curation of collections, inclusive algorithms, and public
policies for regulation. The article also reflects on the impact of these actions in
combating structural racism, contributing to a more equitable and diverse
society. The analysis is based on data, practical examples, and innovative
perspectives.
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1. Introducao

Desinformacao é a disseminacao deliberada de informacoes falsas ou
enganosas com a intencao de manipular opinioes, influenciar decisdes ou causar
confusdo em determinados contextos.

Diferente da simples propagacao de informacoes incorretas por erro ou
desconhecimento, a desinformacao tem um carater intencional e estratégico,
muitas vezes visando perpetuar desigualdades, manipular narrativas ou
desestabilizar contextos sociais e politicos. No ambiente digital, a velocidade e o
alcance das redes sociais amplificam significativamente o impacto da
desinformacao, tornando-a um fenémeno dificil de controlar e altamente
prejudicial, sobretudo quando esta ligada a questoes sensiveis, como as relagoes
étnico-raciais. Compreender esse conceito é essencial para identificar suas
manifestacoes e propor estratégias eficazes de enfrentamento. (SANTOS, 2018;
SILVA, 2019; CAMPOS MELLO, 2020)

A desinformacao tem se consolidado como uma das maiores ameacas a
construcdo de sociedades democraticas e equitativas, especialmente na era
digital, onde a disseminacdo de informacdes ocorre em velocidade sem
precedentes. Conforme destaca Machado (2023), esse fendmeno € sistematico e
mina os pilares democraticos ao enfraquecer a confianca nas instituicoes,
inflamar discursos de 6dio e favorecer a polarizagao social — sobretudo nas redes
digitais, que amplificam contetidos manipulados com rapidez alarmante.

Essa perspectiva é corroborada por autores como André Gustavo Corréa
de Andrade (2022), que destaca que “o aumento exponencial do
compartilhamento de informacdes deliberadamente falsas trouxe, como
consequéncia, um declinio da verdade no debate publico, lancando-nos na
chamada Era da Po6s-Verdade” (ANDRADE, 2022, p. 3). A desinformacao,
portanto, representa uma ameaca direta a coesdo social e a democracia,
especialmente quando amplificada por redes digitais.

Em relacao as relacoes étnico-raciais, essa questao ganha contornos ainda
mais preocupantes, pois perpetua estereotipos, reforca preconceitos historicos e
marginaliza comunidades afro-brasileiras, africanas e indigenas. Conforme
aponta Santos (2015), os discursos racistas, amplificados pelas redes sociais,
revelam a urgéncia de estudos que abordam os impactos da desinformacao em

contextos de diversidade cultural.
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No campo da ciéncia da informacao, emerge o desafio de lidar com
contetudos racistas e fomentar praticas inclusivas que valorizem a pluralidade de
narrativas. A partir da reflexao de Ferreira (2017), entende-se que o acesso a
informacdo é um direito humano fundamental e, portanto, a curadoria de
conteddos deve considerar parametros éticos e representativos. Esse processo
nao apenas combate a exclusdo, mas promove o reconhecimento de saberes
tradicionais como parte essencial do tecido social.

As tecnologias digitais, embora promissoras, também carregam vieses que
precisam ser desconstruidas
Segundo Almeida (2020), os algoritmos utilizados nas plataformas digitais
reproduzem estruturas de poder que frequentemente desfavorecem grupos
racialmente discriminados. Nesse contexto, a ciéncia da informacao torna-se uma
aliada estratégica na construcdo de solucoes que minimizem desigualdades e
amplifiquem as vozes das comunidades marginalizadas.

A questao da desinformacao, particularmente no que se refere as culturas
afro-brasileiras e indigenas, demanda uma abordagem interseccional. De acordo
com Santos (2015), é necessario reconhecer que esses grupos enfrentam desafios
adicionais no ambiente informacional, incluindo a invisibilidade de suas historias
e a distorcao de suas contribuicOes culturais. Esse cenario reforca a importancia
de estudos que articulem direitos humanos e justica informacional.

A abordagem interseccional refere-se ao reconhecimento de que
diferentes formas de opressdao, como racismo, sexismo e
classismo, estdo interligadas e se manifestam de maneira
simultanea e combinada na vida dos individuos. Este conceito
analitico permite compreender como identidades sociais, como
raca, género e classe, interagem para criar experiéncias tinicas de
discriminacao ou privilégio" (Crenshaw, 1989, p. 123)

A literacia informacional emerge como uma ferramenta essencial para
combater as consequéncias da desinformacao. Conforme destaca Ferreira (2017),
capacitar individuos para identificar e desconstruir contetidos racistas ¢ um passo
importante na luta contra o preconceito estrutural. Programas educativos
voltados para a inclusao digital e a diversidade podem promover um ambiente
virtual mais respeitoso e ético.

Além disso, é indispensavel que politicas publicas e estratégias
institucionais sejam formuladas para lidar com a desinformacao racista. Almeida
(2020) defende que essas acoes devem ser colaborativas, envolvendo academia,

comunidades afetadas e desenvolvedores tecnolégicos. Somente através da
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cooperacao entre diferentes setores sera possivel construir sistemas de
informacao mais inclusivos e justos.

Este artigo visa contribuir para essa discussao, ao analisar o papel da
ciéncia da informacao no enfrentamento da desinformacao racista e na promocao
de praticas antirracistas e de direitos humanos. A abordagem proposta busca, de
forma inovadora, conectar reflex6es tedricas com acOes praticas, por meio da
analise critica da ciéncia da informacado aplicada ao combate a desinformacao
racista — integrando propostas como curadoria digital inclusiva,
desenvolvimento de algoritmos antirracistas e articulacao com politicas publicas
regulatorias. Essa combinacdo permite construir pontes concretas entre os
saberes académicos e as realidades sociais, promovendo um didlogo que é
essencial para a construcao de uma sociedade mais equitativa e diversa.

A estrutura deste artigo esta organizada da seguinte forma: na primeira
secao, sao discutidos os conceitos de desinformacao e sua relacao com o racismo
estrutural, especialmente nas plataformas digitais. Em seguida, explora-se o
papel da Ciéncia da Informacao no combate a desinformacao racista, destacando
ferramentas como curadoria digital, literacia informacional e algoritmos
inclusivos. A quarta secdo aprofunda os desafios tecnologicos e algoritmicos,
analisando criticamente os vieses presentes nas redes sociais e o impacto da
invisibilidade digital. A quinta se¢do apresenta casos de sucesso e boas praticas,
ilustrando iniciativas nacionais e internacionais que enfrentam a desinformacao
racista. Por fim, sdo propostas solugoes praticas e politicas pablicas que visam
transformar o ambiente informacional em um espaco mais justo e equitativo,
culminando na secao de conclusao, que retoma as principais contribuicoes do

estudo.

2. Desinformacao e Racismo: Conceitos e Relacoes

A desinformacdo, definida como a disseminacdo intencional de
informacoes falsas ou enganosas, tem se revelado uma ferramenta poderosa de
perpetuacao de desigualdades sociais, especialmente no que diz respeito as
questoes raciais. No Brasil, onde o racismo estrutural é uma realidade
consolidada, o impacto da desinformacao sobre comunidades afro-brasileiras e
indigenas é profundo e multifacetado. De acordo com Muniz (2018), “o ambiente
digital tornou-se um espaco ambivalente, tanto para a disseminacao de discursos

de 6dio quanto para a resisténcia e a luta por direitos” (p. 45). Esse paradoxo
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evidencia a urgéncia de analisar os mecanismos que permitem a propagacao de
conteddos racistas nas redes sociais.

O racismo estrutural estad intimamente ligado a perpetuacao de
desinformacdo nas plataformas digitais. Santos (2020) argumenta que as
narrativas discriminatérias, muitas vezes naturalizadas, sao amplificadas por
algoritmos que priorizam o engajamento acima da veracidade dos contetidos. Isso
faz com que mentiras racistas ganhem maior visibilidade, enquanto as vozes das
comunidades marginalizadas sao silenciadas. Essa dinamica nao apenas reforca
preconceitos historicos, mas também impede avancos em direcio a uma
sociedade mais igualitaria.

O racismo estrutural pode ser entendido como um sistema enraizado na
organizacao da sociedade, manifestando-se de forma sistematica nas instituicoes,
normas e praticas sociais. Segundo Silvio Almeida (2019), trata-se de um
fendmeno que nao se limita a atos isolados de discriminacdo, mas esta
intrinsecamente ligado a maneira como a sociedade se estrutura, beneficiando
determinados grupos raciais enquanto marginaliza outros. Esse conceito nos
ajuda a compreender como o racismo é reproduzido de forma continua e muitas
vezes invisivel, permeando aspectos como educacao, economia, politicas pablicas
e cultura. Essa visao ampliada é essencial para analisar criticamente as dinamicas
sociais e propor mudancas estruturais que promovam a igualdade racial.

Historicamente, a desinformacao tem sido utilizada como ferramenta de
opressao racial, distorcendo fatos e apagando narrativas. Conforme aponta Silva
(2019), “a auséncia de representatividade nos espacos informacionais contribui
para a construcao de uma memoria coletiva excludente, onde as contribuicoes das
populacoes afro-brasileiras e indigenas sao constantemente invisibilizadas” (p.
112). Esse apagamento histérico alimenta esteredtipos e dificulta o
reconhecimento da riqueza cultural e social dessas comunidades.

O impacto psicologico da desinformacao racista nao pode ser ignorado.
Santos (2020) destaca que os discursos de 6dio disseminados por meio de
noticias falsas geram nao apenas exclusao social, mas também danos emocionais
profundos para as populacoes afetadas. A propagacao de estereotipos reforca a
exclusao e a marginalizacao, criando barreiras adicionais para o acesso a direitos
e oportunidades.

A ciéncia da informac¢ao desempenha um papel crucial no enfrentamento

da desinformacao racista. Segundo Muniz (2018), é imprescindivel “desenvolver
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ferramentas e estratégias que promovam a veracidade dos contetidos
compartilhados, a0 mesmo tempo em que amplifique as vozes das comunidades
vulneraveis” (p. 62). Isso inclui a criacao de algoritmos inclusivos e a curadoria
ética de informacoes, priorizando a diversidade e a representatividade.

No entanto, os desafios sdo numerosos. Silva (2019) aponta que a falta de
politicas publicas voltadas para a regulacao de conteudos digitais é um dos
principais entraves para o combate a desinformacao. Além disso, a resisténcia por
parte das grandes corporacoes digitais em alterar seus sistemas de priorizacao de
contetdo evidencia a necessidade de maior pressao social e académica.

Iniciativas educacionais também s3o fundamentais nesse processo.
Ferreira (2021) defende que a alfabetizacdo midiatica deve ser incorporada as
estratégias de combate a desinformacao. Segundo o autor, “ensinar as pessoas a
identificar informacoes falsas e compreender o impacto dos discursos racistas é
uma das ferramentas mais poderosas para promover a justica informacional” (p.
78). Tais acOes contribuem para a construcao de um ambiente digital mais justo
e inclusivo.

Por fim, o combate a desinformacdo racista exige uma abordagem
colaborativa entre comunidades, pesquisadores e legisladores. Santos (2020)
sugere que apenas com esforcos coordenados sera possivel enfrentar os desafios
colocados pelas novas tecnologias e reverter os danos causados pela propagacao
de conteudos discriminatoérios. O papel da ciéncia da informacao nesse contexto
¢ fundamental, apontando caminhos para a transformac¢ao do ambiente digital

em um espaco mais plural e respeitoso.

2.1 O Papel da Ciéncia da Informacao no Combate a Desinformacao
Racista

O avanco da ciéncia da informacdo tem ampliado as possibilidades de
enfrentamento a desinformacao racista, criando ferramentas para a organizacao,
analise e disseminacao de contetidos digitais que promovem a inclusao e a justica
social. Conforme destaca Silva (2017), “a ciéncia da informacao desempenha um
papel estratégico na promocao da equidade informacional, oferecendo subsidios
para a desconstrucdo de narrativas discriminatérias” (p. 89). Esse
posicionamento reforca a importancia dessa area no enfrentamento aos efeitos

do racismo estrutural nas redes sociais.

Revista SCIAS. Direitos Humanos e Educacdo, Belo Horizonte/MG, v. 8, n. 1, p. 549-
571, jan./jun. 2025. e-ISSN: 2596-1772.



Uma das contribuicoes mais relevantes da ciéncia da informacao esta na
curadoria digital de contetidos. A capacidade de selecionar e organizar
informacgOes com base em critérios éticos permite a amplificacdo de narrativas
marginalizadas e a preservacao de saberes ancestrais. Segundo Santos (2018), é
fundamental que a curadoria “priorize a representatividade e a diversidade
cultural, corrigindo desigualdades historicas nos acervos digitais” (p. 54). Isso
inclui iniciativas que destacam culturas afro-brasileiras e indigenas, promovendo
o reconhecimento e o respeito por suas contribuicoes.

A curadoria ética de informacdo consiste na selecdo, organizacao e
disseminacao de conteidos com base em critérios que respeitam a diversidade, a
representatividade e os direitos humanos. No contexto da ciéncia da informacao,
essa pratica exige sensibilidade para evitar a reproducdo de esteredtipos e
exclusoes historicas, especialmente em relacdo as populacOes racializadas.
Conforme destaca Silva (2019), a curadoria ética deve priorizar fontes confiaveis,
narrativas plurais e o reconhecimento de saberes tradicionais, atuando como
ferramenta de resisténcia contra a desinformacdo racista. Ao incorporar
parametros éticos, a curadoria transforma-se em um ato politico que contribui
para a construcdo de ambientes informacionais mais justos, inclusivos e
comprometidos com a equidade social.

Além disso, a ciéncia da informacao fornece ferramentas para enfrentar o
problema dos vieses algoritmicos, que perpetuam a invisibilidade de
comunidades marginalizadas no ambiente digital. Almeida (2019) aponta que os
algoritmos, quando mal projetados, reforcam padrdes discriminatérios ao
priorizar contetidos que geram maior engajamento, em detrimento da veracidade
e da diversidade. Por isso, torna-se essencial “desenvolver sistemas de
informacdo que sejam inclusivos e sensiveis as demandas de grupos
historicamente excluidos” (Almeida, 2019, p. 72). Esses sistemas podem
contribuir para uma sociedade mais plural e equitativa.

Algoritmos inclusivos s3o sistemas computacionais projetados com o
objetivo de evitar a reproducdo de preconceitos e desigualdades historicas,
promovendo decisdes automatizadas mais justas, transparentes e
representativas. Segundo Benjamin (2019) e Noble (2018), esses algoritmos
devem ser construidos com dados diversos e sensiveis as realidades de grupos
marginalizados, como populacées negras e indigenas, garantindo que suas

narrativas e demandas nao sejam invisibilizadas ou distorcidas. A inclusao
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algoritmica envolve praticas como auditoria ética, revisao de vieses, participacao
comunitaria no desenvolvimento tecnologico e priorizacao de impactos sociais
positivos.

A alfabetizacao informacional também surge como um pilar fundamental
no combate a desinformacdo racista. Conforme destaca Ferreira (2020),
capacitar individuos para identificar, interpretar e reagir criticamente as
informacoes recebidas é um processo indispensavel na luta contra discursos de
odio. “A literacia informacional é uma ferramenta poderosa para empoderar
comunidades e promover uma cultura digital mais justa” (Ferreira, 2020, p. 47).
Essa abordagem amplia a conscientizacao social e fortalece a capacidade de
resisténcia as praticas discriminatorias.

Outro aspecto relevante é a preservacao de memoria social por meio de
repositorios digitais inclusivos. Esses sistemas podem servir como plataformas
de resisténcia e valorizagao das narrativas de grupos marginalizados. Silva (2017)
argumenta que “a ciéncia da informacao, ao se dedicar a preservacao da memoria
coletiva, contribui para a formacao de identidades mais diversas e conscientes”
(p- 103). Essa preservacao digital torna-se um ato politico e cultural, essencial
para combater a desinformacao racista.

As politicas publicas também desempenham um papel crucial nesse
contexto. Santos (2018) ressalta que regulamentacoes voltadas para a ética e a
responsabilidade no ambiente digital sdo indispensaveis para limitar a
disseminacao de contetidos racistas. A articulacao entre ciéncia da informacao e
legislacoes especificas pode criar um cenario mais seguro e inclusivo para
usuarios das plataformas digitais, promovendo o respeito as diferencas.

Dessa forma, o papel da ciéncia da informacdo no enfrentamento a
desinformacao racista transcende a atuacgao técnica, sendo um campo que exige
engajamento ético e social. A busca por solugdes inovadoras e inclusivas reflete o
compromisso dessa area com a construcdo de uma sociedade mais justa e
igualitaria, onde vozes marginalizadas tenham espaco e reconhecimento.
Conforme Ferreira (2020), o desafio é permanente, mas as ferramentas da ciéncia
da informacio oferecem caminhos promissores para superar as barreiras

impostas pelo racismo estrutural.
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2.1.1 A Ciéncia da Informacdo como campo politico: entre
desinformacao, racismo e tecnologias digitais

A Ciéncia da Informacao (CI), tradicionalmente associada a organizacao e
disseminacdo do conhecimento, precisa ser compreendida como um campo
politico, especialmente quando atua em contextos marcados por desinformacao
e opressao racial. Como aponta Bezerra e Costa (2022), os sistemas
informacionais nao sao neutros: eles operam dentro de estruturas de poder que
moldam o acesso a informacao e a visibilidade de determinados grupos sociais.
Nesse sentido, a CI deve assumir uma postura critica diante das tecnologias que

perpetuam desigualdades.

A desinformacao racista, amplificada por plataformas digitais, revela
como os fluxos informacionais podem ser instrumentalizados para reforcar
esteredtipos e silenciar narrativas de populacoes racializadas. Segundo Silva
(2022), os algoritmos operam com base em dados enviesados e decisdes humanas
que refletem preconceitos historicos. A CI, ao lidar com esses sistemas, precisa ir

além da técnica e assumir um compromisso politico com a justica informacional.

O enfrentamento da desinformacao exige que a CI reconheca sua
responsabilidade na mediacao entre saberes e poder. Como destaca Costa (2021),
a curadoria de contetidos, a preservacdo da memoéria e a construcdo de
repositorios digitais sdo praticas que envolvem escolhas politicas sobre o que é
visivel, legitimo e digno de registro. Ignorar essa dimensao é perpetuar a

invisibilidade de grupos historicamente excluidos.

Além disso, a CI deve se posicionar frente as dinamicas de vigilancia digital
e controle algoritmico. Zuboff (2019) alerta que o capitalismo de vigilancia
transforma dados em mercadoria, comprometendo a autonomia dos sujeitos e
aprofundando desigualdades. A CI, nesse contexto, precisa atuar como agente de
resisténcia, propondo modelos informacionais que respeitem os direitos

humanos e promovam a equidade.

A atuacao politica da CI também passa pela formacao critica de seus
profissionais. Como argumenta Silva (2023), é essencial que bibliotecarios,
arquivistas e cientistas da informacao sejam capacitados para identificar praticas

discriminatorias nos sistemas informacionais e atuar na construcao de ambientes
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digitais mais inclusivos. Isso inclui compreender os impactos sociais das

tecnologias e desenvolver estratégias de enfrentamento a desinformacao.

Dessa forma, a CI deve se articular com movimentos sociais, comunidades
e pesquisadores de outras areas para construir solucoes interdisciplinares. A luta
contra o racismo informacional nao pode ser isolada. Como defendem Bezerra e
Almeida (2020), ¢é preciso integrar saberes técnicos, epistemologias criticas e
experiéncias comunitarias para transformar o campo informacional em um

espaco de emancipacao e justica social.

3. Desafios Tecnoloégicos e Algoritmicos

3.1 Os vieses nos algoritmos e sua perpetuacao do racismo

Os algoritmos, enquanto componentes centrais das plataformas digitais,
desempenham um papel estratégico na forma como contetidos sao organizados,
priorizados e disseminados. No entanto, longe de serem neutros, eles
frequentemente carregam vieses que perpetuam discriminacoes historicas e
estruturais, incluindo o racismo. Segundo Santos (2020), “os algoritmos sao, na
esséncia, reflexos das decisdes humanas, sendo influenciados por preconceitos
existentes na sociedade e nas bases de dados utilizadas para sua construcao” (p.
34). Essa relacdo entre tecnologia e desigualdade reforca a necessidade de uma
analise critica dos impactos dos sistemas automatizados no ambiente digital.

Os vieses nos algoritmos geralmente tém origem nas bases de dados que
alimentam esses sistemas, as quais podem conter preconceitos historicos e
culturais. Almeida (2019) destaca que “a qualidade dos dados utilizados na
programacao algoritmica é determinante para o resultado final, sendo que dados
racialmente enviesados levam inevitavelmente a decisdes igualmente
tendenciosas” (p. 72). Esse cenario € agravado pelo fato de que as populacoes
afro-brasileiras e indigenas estao sub-representadas nessas bases, invisibilizando
suas narrativas e promovendo a exclusao digital.

Autores como Ruha Benjamin (2019), com a obra Race After Technology,
e Safiya Noble (2018), com Algorithms of Oppression, destacam como sistemas
digitais reproduzem e intensificam desigualdades raciais por meio de decisoes
algoritmicas enviesadas. Benjamin argumenta que “o racismo nao esta apenas

codificado nos dados, mas nas decisGes estruturais que moldam o design
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tecnolégico” (Benjamin, 2019, p. 27). Ja4 Noble aponta que as plataformas de
busca, ao priorizarem certos contetidos, atuam como mediadoras do acesso a
informacao, promovendo formas sutis de exclusdo racial. Essas analises
complementam os estudos brasileiros sobre algoritmos e exclusao informacional,
ampliando o olhar para o contexto global de opressao digital.

Além disso, o design e os critérios de priorizacdo dos algoritmos
frequentemente favorecem contetidos sensacionalistas e polarizadores, que
atraem maior engajamento, mesmo que sejam baseados em desinformacao.
Conforme argumenta Silva (2018), “o engajamento é um dos principais fatores
na logica dos algoritmos, o que faz com que contetidos racistas e preconceituosos
tenham maior alcance, ao mesmo tempo em que vozes antirracistas sao
silenciadas” (p. 110). Essa dinamica cria um ciclo nocivo onde o racismo
estrutural é reproduzido e amplificado.

Os impactos desses vieses nao se restringem a esfera digital, afetando
diretamente o acesso a oportunidades e direitos. Santos (2020) afirma que “os
algoritmos utilizados em processos de selecdao, crédito e seguranca publica
perpetuam desigualdades raciais, promovendo discriminac¢ido indireta contra
grupos historicamente marginalizados” (p. 56).

Essa realidade torna urgente nao apenas o debate sobre ética e
responsabilidade, mas também uma andlise critica das estruturas de poder,
dominacao e controle que operam por meio das tecnologias digitais. Como
apontam Zuboff (2019) e Vitagliano (2024), o funcionamento dos algoritmos e
das plataformas digitais estd profundamente vinculado a interesses econdmicos
e politicos que moldam o acesso a informacao, a visibilidade de determinados
grupos e a propria dindmica democréatica. As grandes corporagoes tecnologicas —
conhecidas como big techs — exercem influéncia direta sobre comportamentos,
decisOes politicas e processos eleitorais, ao mesmo tempo em que acumulam
dados pessoais e operam com baixa transparéncia. Nesse cenario, os sistemas
informacionais deixam de ser apenas ferramentas técnicas e passam a atuar como
instrumentos de dominacao simbélica e econémica, reforcando desigualdades e
limitando a autonomia dos sujeitos. A Ciéncia da Informacao, portanto, precisa
posicionar-se politicamente diante dessas dinamicas, assumindo um papel ativo
na construcilo de modelos informacionais mais justos, regulados e
comprometidos com os direitos humanos.

Para enfrentar esses desafios, a ciéncia da informacao oferece ferramentas
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e estratégias que podem ajudar a desconstruir os vieses algoritmicos. Conforme
aponta Ferreira (2019), é possivel “implementar praticas de revisao e validacao
dos sistemas automatizados, garantindo que os dados utilizados sejam
representativos e inclusivos” (p. 45). No entanto, o desenvolvimento de
algoritmos antirracistas s6 é possivel dentro de um contexto mais amplo de
soberania tecnolégica. Como aponta Costa (2023), a producao de tecnologias com
compromisso social exige que os paises e comunidades tenham autonomia sobre
infraestrutura, dados e modelos informacionais, rompendo com a dependéncia
de grandes plataformas globais. Sem essa soberania, qualquer tentativa de
correcao algoritmica esta condicionada as logicas comerciais de empresas que
nao tém como objetivo a justica social, mas a maximizac¢ao do lucro.

A educacdo digital também desempenha um papel essencial nesse
contexto. Segundo Silva (2018), é indispensavel capacitar os usuérios para
compreender o funcionamento dos algoritmos e identificar seus impactos sociais.
“A alfabetizacdo midiatica e informacional é uma ferramenta poderosa para
empoderar comunidades vulneraveis e promover o uso consciente das
tecnologias” (p. 98). Esse processo contribui para a criacdo de um ambiente
digital mais justo e plural.

E necessario que as politicas publicas e regulamentacdes avancem para
garantir que os algoritmos nao perpetuem desigualdades. Santos (2020) defende
que a colaboracao entre desenvolvedores, legisladores e pesquisadores é
fundamental para criar sistemas informacionais éticos e inclusivos. Essa
transformacao exige mais do que ajustes técnicos ou boas intencoes: demanda
uma infraestrutura informacional soberana e democratica. De acordo com Silva
(2022), alégica do capitalismo de plataformas n3o esté interessada em promover
igualdade, mas sim em capturar atencdo, dados e engajamento — frequentemente
a custa das vozes marginalizadas. Para que plataformas digitais se tornem
espacos de equidade, é necessario discutir soberania tecnolégica como um
projeto politico, que articule regulacao estatal, inclusao digital e desenvolvimento

local de sistemas informacionais.

3.2 Analise critica de plataformas de redes sociais

Segundo Santos (2020), as redes sociais representam, simultaneamente,

espacos de democratizacao da comunicacdo e instrumentos de perpetuacao de
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desigualdades estruturais. As desigualdades estruturais sao mantidas por
sistemas e instituicoes que favorecem certos grupos enquanto marginalizam
outros, perpetuando disparidades no acesso a recursos e oportunidades"
(Almeida, 2019). Essa dualidade ocorre porque, embora oferecam plataformas de
visibilidade para vozes marginalizadas, essas ferramentas operam com lbgicas
que priorizam a monetizacao e o engajamento. Essa l6gica torna-se um problema
quando algoritmos amplificam contetidos sensacionalistas, muitas vezes
associados a discursos racistas, em detrimento de informacGes confiaveis e
inclusivas.

Para Silva (2019), “as plataformas digitais sdo moldadas por dinamicas
comerciais que ignoram as responsabilidades éticas na gestao de conteudos” (p.
88). Essa abordagem comercial contribui para a disseminag¢ao de desinformacao
e para a exclusao de narrativas de grupos historicamente marginalizados, como
as comunidades afro-brasileiras e indigenas. Por isso, é essencial realizar uma
andlise critica sobre como essas plataformas promovem ou inibem a diversidade
e o respeito as diferencas.

Segundo Almeida (2018), os vieses algoritmicos presentes nas redes
sociais nao sao acidentes, mas reflexos de estruturas sociais e econdmicas
preexistentes. “Os algoritmos operam com base nos dados que recebem, e,
quando esses dados ja carregam preconceitos historicos, eles acabam
reproduzindo e até ampliando essas desigualdades” (p. 65). Essa critica evidencia
a necessidade de reformular os critérios utilizados pelos algoritmos para que
possam favorecer conteiidos que promovam justica social e equidade.

De acordo com Ferreira (2021), o problema também reside na falta de
transparéncia das grandes corporacoes digitais. Ferramentas como Facebook e
Instagram raramente explicam como seus sistemas priorizam determinados
conteddos, o que dificulta a responsabilizacdo em casos de disseminacao de
discursos de 6dio. “Sem acesso aos critérios de funcionamento, torna-se quase
impossivel questionar as plataformas sobre seu papel na perpetuacdo de
desinformacao racista” (Ferreira, 2021, p. 42). Isso aponta para a necessidade de
regulamentacoes mais rigidas e de uma maior pressao social.

Portanto as plataformas precisam ir além do lucro, assumindo um
compromisso com os direitos humanos e a diversidade cultural. Essa mudanca
exige nao apenas uma reavaliacao tecnologica, mas também a incorporacao de

praticas sociais e educacionais que promovam a justica informacional e
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combatam o racismo estrutural.

Uma analise critica dos aspectos politicos das tecnologias digitais é
essencial para compreender quem sao os agentes que controlam esses espacos.
Plataformas como Meta (Facebook, Instagram) e Google sao corporativamente
orientadas por interesses econdmicos, o que molda suas politicas de priorizacao
de contetudo e controle de narrativas. De acordo com Zuboff (2019), no livro The
Age of Surveillance Capitalism, essas corporacoes utilizam praticas de vigilancia
e coleta massiva de dados como formas de dominacao informacional. Essa l6gica
de monetizacdo impacta diretamente a representatividade das populacoes negras
e indigenas, que tém suas histérias e vivéncias excluidas ou distorcidas nos
ambientes digitais. E necessario discutir como essa estrutura de poder digital
influencia o acesso a informacao e perpetua desigualdades, configurando novas

formas de opressao.

4. Casos de Sucesso e Boas Praticas

Casos de sucesso no combate a desinformacao racista exemplificam como
acoes coordenadas podem mitigar os efeitos do racismo estrutural nas
plataformas digitais e na sociedade. Um exemplo marcante no Brasil é o projeto
"Monitor do Debate Politico no Meio Digital", liderado pela Universidade de Sao
Paulo (USP). Essa iniciativa mapeia a disseminacao de desinformacao em redes
sociais e, através de analises criteriosas, identifica padroes e redes de propagacao
de noticias falsas, contribuindo para a conscientizacao e a formulacao de politicas

publicas.

Outro exemplo nacional é o "Projeto Comprova", que envolve uma coalizao
de veiculos de imprensa para verificar informagoes compartilhadas em massa nas
redes. Durante periodos eleitorais, esse projeto ganha ainda mais relevancia,
desmentindo contetidos racistas ou discriminatorios que possam influenciar a
opinido publica. Essa acao é fundamental para assegurar um debate democratico

pautado em fatos, conforme destacado por Santos (2020).

No cenario internacional, a organizacao britanica Stop Hate UK é um
modelo inspirador. Suas campanhas digitais utilizam dados e narrativas
antirracistas para desconstruir discursos de 6dio. Um de seus casos mais
relevantes foi a colaboracao com o Twitter para implementar regras mais rigidas

contra postagens racistas apos o abuso online dirigido a jogadores negros da
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selecdo inglesa durante a Euro 2020. Essa parceria mostrou como empresas de

tecnologia podem atuar diretamente no combate ao racismo.

Movimentos sociais também s3ao protagonistas na construcio de
narrativas positivas. No Brasil, o movimento "Negras Narrativas" destaca
historias de empoderamento e resisténcia de mulheres negras através de redes
sociais e eventos culturais. Essa iniciativa visa ndo apenas combater esteredtipos,
mas também criar espagos para que vozes historicamente marginalizadas sejam
ouvidas e valorizadas. Segundo Silva (2018), acoes como essa promovem um

orgulho identitario essencial na luta contra o racismo.

O "AfroReggae" é outro exemplo brasileiro emblematico de como a arte
pode ser um instrumento poderoso de transformacao social. Por meio da musica,
do teatro e da danca, o grupo atua em comunidades marginalizadas, engajando
jovens em projetos artisticos e culturais que desafiam o preconceito. Essas
narrativas positivas alcancam grande impacto, tanto na vida dos participantes

quanto na percep¢ao publica sobre as favelas e suas riquezas culturais.

A tecnologia também tem sido uma aliada estratégica em parcerias entre
comunidades, academia e empresas privadas. O projeto "Quilombos Digitais",
por exemplo, conecta comunidades quilombolas com universidades para criar
plataformas que integram saberes tradicionais e digitais. Essa iniciativa nao
apenas promove a inclusdo digital, mas também preserva a memoria cultural
desses grupos, criando ferramentas que atendem suas demandas especificas,

conforme destaca Ferreira (2019).

Internacionalmente, o "Data for Black Lives", nos Estados Unidos, é uma
organizac¢ao que utiliza dados para enfrentar desigualdades raciais em diferentes
setores. Um de seus maiores sucessos foi influenciar politicas publicas para
tornar algoritmos mais inclusivos em areas como habitacao e emprego. Essa
abordagem evidencia o potencial das tecnologias de dados quando orientadas

para a justica social, como aponta Almeida (2019).

Parcerias entre o setor privado e movimentos sociais também tém
mostrado resultados promissores. Um exemplo brasileiro é a parceria do
Instituto Identidades do Brasil (ID_BR) com grandes empresas para promover a

inclusao racial no mercado de trabalho através da campanha "Sim a Igualdade
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Racial". Essa iniciativa impactou nao apenas politicas corporativas, mas também

a conscientizacao publica sobre a importancia da diversidade nas organizacoes.

A educacao também tem papel central no combate a desinformacao
racista. O projeto EducaMidia, liderado pelo Instituto Palavra Aberta, capacita
professores e estudantes para analisar criticamente as informac6es consumidas.
Essa abordagem ¢ essencial para fortalecer a alfabetizacdo midiatica,
promovendo um uso consciente e ético das tecnologias digitais. Segundo Santos

(2020), a educacao é um dos pilares mais eficazes contra a desinformacao.

Esses casos evidenciam que o combate a desinformacao racista e a
promocao de narrativas positivas dependem de esforcos coletivos e
diversificados. A colaboracdo entre movimentos sociais, academia, empresas e
governos tem mostrado que é possivel transformar o ambiente digital em um
espaco de inclusdao e respeito. Embora os desafios sejam significativos, os
exemplos apresentados sao uma prova de que boas praticas e solucoes inovadoras

podem gerar um impacto profundo e duradouro na luta por justica social e racial.

5. Propostas e Solucoes Praticas

Propostas e solucoes praticas tém sido fundamentais para enfrentar os
desafios impostos pela desinformacao racista e promover um ambiente digital
mais inclusivo e ético. A criacdo de repositorios digitais que representem a
diversidade cultural de diferentes comunidades é um passo essencial nesse
processo. Segundo Santos (2020), “os repositorios digitais inclusivos preservam
narrativas marginalizadas e valorizam saberes ancestrais que frequentemente sao
apagados pelos sistemas informacionais” (p. 56). Um exemplo pratico dessa
iniciativa € o projeto "Memorias Pretas”, que reine documentos, imagens e
relatos histéricos das comunidades afro-brasileiras, garantindo que suas

histérias sejam acessiveis e reconhecidas em plataformas digitais.

Além disso, o desenvolvimento de ferramentas tecnolbgicas para
monitorar e combater a disseminacao de desinformacao tem se mostrado uma
solucdo eficaz. De acordo com Almeida (2019), “sistemas de monitoramento
automatizados podem identificar padroes de propagacao de noticias falsas e
auxiliar na criacao de estratégias para limitar seu alcance” (p. 65). No Brasil,
iniciativas como o "Monitor de Redes" tém utilizado inteligéncia artificial para

mapear contetidos racistas e fornecer dados que apoiam acoes educativas e
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informativas. Essas ferramentas sdo essenciais para responder rapidamente a
desinformacao, além de oferecerem suporte as organizacées que combatem

discursos discriminatorios.

As politicas publicas e a regulamentacao das redes sociais também tém um
papel indispensavel na construcdo de um ambiente informacional mais justo.
Ferreira (2021) defende que “a articulacao entre governo e sociedade civil é
crucial para estabelecer normas que regulem conteudos e promovam a inclusao

nas plataformas digitais” (p. 47).

Um exemplo relevante é a recente aprovacao de leis na Unido Europeia
que exigem maior transparéncia dos algoritmos e a remocao de contetidos
racistas por grandes empresas de tecnologia. Essa medida tem inspirado debates
no Brasil sobre a necessidade de regulamentacdes que priorizem os direitos
humanos. Trata-se do Regulamento dos Servicos Digitais (Digital Services Act —
DSA), aprovado em outubro de 2022 e em vigor desde fevereiro de 2024. O DSA
estabelece obrigacdes rigorosas para plataformas digitais, como a transparéncia
algoritmica, a moderacao de contetudos ilegais e a protecao contra desinformacao
e discurso de 6dio. Segundo a Comissao Europeia, o regulamento visa “evitar
atividades nocivas em linha e garantir um ambiente digital seguro e responsavel”
(Comissao Europeia — Regulamento dos Servicos Digitais; EUR-Lex -

Regulamento (UE) 2022/2065)

A colaboraciao entre diferentes setores da sociedade é essencial para
implementar essas solucoes. Segundo Silva (2018), iniciativas que envolvam
comunidades, pesquisadores e legisladores podem garantir que as acoes sejam
mais representativas e efetivas. “Projetos colaborativos ampliam o impacto das
solucbes propostas, ao mesmo tempo em que fortalecem redes de apoio e
conscientizacao” (Silva, 2018, p. 88). O didlogo entre saberes tradicionais e
académicos, aliado ao suporte tecnolégico, cria uma base solida para enfrentar os

desafios impostos pela desinformacao.

A educacdo também emerge como um pilar central para viabilizar essas
propostas. Santos (2020) argumenta que a alfabetizacdo midiatica deve ser
integrada as politicas publicas e as iniciativas de monitoramento para capacitar

os individuos a identificar e desconstruir contetidos racistas. Programas como o
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EducaMidia demonstram como a formacao critica dos usuarios pode contribuir

para a criacao de um ambiente digital mais ético e responsavel.

Por fim, Almeida (2019) enfatiza que essas propostas devem ser
implementadas de forma continua e acompanhadas por avaliacoes periddicas
para garantir sua eficacia e adaptabilidade. “A transformacao do ambiente digital
exige compromisso constante e acoes integradas entre diferentes setores da
sociedade” (p. 72). As solucdes aqui apresentadas mostram que, apesar dos
desafios, é possivel avancar na luta contra a desinformacao racista e construir um

espaco mais equitativo e inclusivo.

6. Conclusao

A conclusdao deste trabalho reflete a relevancia e a urgéncia do
enfrentamento a desinformacdo racista em suas multiplas dimensoes. Foi
abordado como a desinformacdo, impulsionada por estruturas digitais
enviesadas, contribui para a perpetuacao de desigualdades histéricas e culturais,
afetando diretamente comunidades afro-brasileiras, indigenas e outros grupos
marginalizados. Exploraram-se iniciativas bem-sucedidas e boas praticas
nacionais e internacionais, bem como propostas praticas para mitigar os
impactos desse fenomeno, destacando a colaboracdo entre sociedade civil,
academia, movimentos sociais e tecnologia como um ponto-chave para avancos

significativos.

Ao longo do trabalho, ficou evidente o papel central da ciéncia da
informacdo na promocao de praticas inclusivas e na criacdo de ferramentas
eficazes para combater a desinformacao. Além de oferecer anéilises criticas dos
sistemas digitais, essa area contribui ativamente para o desenvolvimento de
solucoes tecnologicas éticas, como algoritmos inclusivos e repositorios digitais
representativos. A ciéncia da informacao também desempenha um papel
essencial na curadoria de contetidos e na preservacdo da memoria cultural,

ressaltando sua capacidade de construir narrativas mais justas e equitativas.

Refletindo sobre o papel transformador da ciéncia da informacao, observa-
se que seu impacto transcende o campo técnico, alcancando aspectos éticos e

sociais. Ao criar pontes entre saberes académicos e tradicionais, ela fortalece
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iniciativas voltadas para a valorizacao da diversidade cultural e o combate ao
racismo estrutural. A responsabilidade ética dos profissionais dessa area torna-
se, assim, uma ferramenta poderosa para fomentar a inclusao digital e a

democratizagao da informacao.

As perspectivas futuras para o enfrentamento da desinformacao racista
apontam para a necessidade de acoes mais integradas e continuas. O avanco das
tecnologias, quando alinhado a politicas publicas consistentes e a educacao
midiatica, pode transformar a dinamica digital em um espaco mais plural e
respeitoso. A regulamentacdo das redes sociais, a criacao de ferramentas de
monitoramento e o fortalecimento de iniciativas comunitarias sao passos
fundamentais para garantir que as plataformas digitais se tornem instrumentos

de justica social.

Em sintese, construir um ambiente digital mais inclusivo e justo é um
desafio que exige esforcos coordenados entre diferentes setores da sociedade.
Contudo, os exemplos e propostas discutidos ao longo do trabalho demonstram
que ha caminhos viaveis e promissoras para enfrentar a desinformacao racista. A
combinacdo entre ciéncia da informacdo, educacdo, tecnologia e politicas
publicas representa uma forca motriz poderosa para promover mudancas

estruturais e alcancar uma sociedade mais equitativa e diversa.
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