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Resumo

O estudo mostra uma sequéncia de prompts testadas para otimizar o ajuste fino
(FT) do ChatGPT nos contextos do processo ensino-aprendizagem. Um estudo
experimental descritivo qualitativo alinhou trés perfis de prompts em uma
sequéncia denominada Roteiro Prompt-EDU, onde foi testado em diferentes
versoes do ChatGPT, no Brasil e nos EUA. A aplicacao deste Roteiro se deu no
contexto do prompt dos personagens, em um dialogo simulado entre Paulo Freire
e Mark Zuckerberg, discutindo a perspectiva da Inteligéncia Artificial e a
Educacao. Os resultados mostraram que o Roteiro Prompt-EDU teve sucesso nos
marcadores analiticos estabelecidos e mostrou desempenho similar ao descrito
na literatura para a aprendizagem profunda de maquina. Concluiu-se que o
Roteiro para otimizar o FT em contas de usuéarios iniciantes foi confiavel para os
temas especificos do processo ensino-aprendizagem.
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PROMPT-EDU: fine-tuning command script
for ChatGPT

Abstract

The study shows a sequence of prompts tested to optimize the fine-tuning (FT) of
ChatGPT in the contexts of the teaching-learning process. A qualitative
descriptive experimental study aligned three profiles of prompts in a sequence
called Prompt-EDU Script, which was tested in different versions of ChatGPT, in
Brazil and the USA. The application of this Script occurred in the context of the
character prompts, in a simulated dialogue between Paulo Freire and Mark
Zuckerberg, discussing the perspective of Artificial Intelligence and Education.
The results showed that the Prompt-EDU Script was successful in the established
analytical markers and demonstrated performance similar to that described in
the literature for deep machine learning. It was concluded that the Roadmap for
optimizing FT in accounts for novice users was reliable for the specific themes of
the teaching-learning process.

Keywords
ChatGPT; Educational Technologies; Artificial Intelligence; Teaching-Learning;
Systematization.
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Apresentacao

Os impactos da inteligéncia artificial (IA) na educacao vém sendo discutidos
muito antes de novembro/2022, quando o mundo passou a ter acesso ao
ChatGPT (Generative Pre-Trained Transformer), a IA de texto da OpenAl
Incorporated. Com o acesso global ao ChatGPT, novas habilidades emergiram
junto com uma nova area de conhecimento: a engenharia de prompt para lidar
com o Machine Learning (ML) ou aprendizado de maquina. Seu uso inicial,
curioso e quase ludico, levou uma ampla maioria dos usuéarios a compartilhar

suas experiéncias, principalmente nas redes sociais.

Isso inverteu o processo de apropriacao de uma nova e poderosa tecnologia: antes
de conhecer principios, regras e expressoes, como prompt, ML e Large Language
Model (LLM) ou modelo ampliado de linguagem (Li et al., 2023), os usuarios se
interessaram mais pela troca de experiéncias e solucoes magicas que ganharam

forca de trending topics pelas redes sociais mundiais.

Na area educacional, professores acompanharam essa primeira fase da IA
preocupados com o plagio nos trabalhos académicos de todos os niveis (Kanesci
et al., 2023). Nessa primeira onda de contato com a tecnologia disruptiva da IA
faltaram esclarecimentos ao publico da area educacional, que é inexperiente em
ML, bem como a apropriacao da ciéncia que deu origem aos LLM e sobre como
efetivamente se apropriar dessa nova ferramenta (Zawacki-Richter et al., 2019).
Sao necessarios parametros que conectem necessidades do uso no universo que
envolve o processo ensino-aprendizagem (Crompton; Burke, 2023), como o
treinamento de ajuste fino, ou Fine Tuning (FT) para resultados mais precisos e

confiaveis (Li et al., 2023).

Como um assistente pessoal que se molda aos contextos que lhes sao
apresentados nos comandos de entrada de dados, ou prompts, o ChatGPT precisa
ser “treinado” e o caminho para esse treinamento da IA passa por principios
sistematizados que regem a area de engenharia de prompt (Liu et al., 2023).
Enquanto se discutem os cuidados, a ética e as perspectivas da IA na Educacao
(Kanesci et al., 2023), é necessario trazer para discussao as formas de integrar
essa nova ferramenta na formacao dos cidadaos de um futuro absolutamente

novo, diferente de tudo o que ja se conheceu. Surge entao a questao (Crompton;
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Burke, 2023): como integrar um mundo mediado por IA as experiéncias

proporcionadas em processos ensino-aprendizagem?

A resposta nao é simples e exigira do docente a aquisicdo de uma nova habilidade:
a engenharia dos prompts educacionais e de como funciona o ML para que possa
solicitar uma tarefa complexa mais especifica de uma area do conhecimento
(Ricieri et al., 2024). O objetivo deste estudo é apresentar uma estrutura
sequenciada de prompts, denominada Prompt-EDU, que otimiza o FT do

ChatGPT nos contextos educacionais.

Revisao Bibliografica

Em IA, tudo comeca entendendo o fato de que os prompts sao os elementos que
agem como catalisadores no processo de FT para qualquer conta de IA Generativa
de texto, como é o caso do ChatGPT. Uma conta é como cada usuario faz sua
entrada, ou login, na plataforma da OpenAl Inc. E sobre o desenvolvimento do
FT dessa conta que acontecera o processamento sequencial dos prompts

apresentados neste estudo.

Redes neurais de IA e sua relevancia para docentes

LLM sao modelos linguisticos pré-treinados que formam as bases da capacidade
de aprendizagem das tecnologias por IA (Li et al., 2023; Wang et al., 2023). Ja a
engenharia de prompt é uma designacao para a estruturacao de instrucoes,
perguntas ou declaracOes mais precisas, e contextualmente relevantes, que guiam
os LLM em suas respostas e inferéncias (Liu et al., 2023). Essas instrucoes em
comandos estruturados na entrada de dados ativam modulos nas redes neurais
que levam a generalizacdo de associacOes entre palavras, contextos e seus
significados: essa é a definicao aplicada de ML (Li et al., 2023). O objetivo final
do arranjo retro-reverberativo que fazem essas redes neurais é sempre a melhoria
da eficacia e eficiéncia dos LLM, especialmente no processamento do Natural
Language Processing (NLP), ou processamento de linguagem natural (Liu et al.,

2023). Isso é o que faz o FT tao importante no uso apropriado de uma IA (Figura

1).
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Figura 1: Ilustracio esquematica representativa do ciclo de aprendizagem de maquina de uma
IA em uma visdo simplificada para usuérios da area educacional.
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Fonte: Elaborada pelos autores.

Quando aplicados de forma estruturada e em sequéncias sistematizadas, os
prompts aprimoram a capacidade de generalizacao e o desempenho (Chen et al.,
2023) da Deep Learning (DL), ou aprendizagem profunda (da maquina) em redes
neurais, como é o caso do modelo Transformer (Vaswani et al., 2017). A
arquitetura da rede neural Transformer é a pedra angular sobre a qual se
construiu o LLM mais robusto da atualidade: a “familia GPT” da OpenAl Inc.
(OpenAl Inc., 2023).

Por sua vez, a capacidade de generalizacao de um LLM se desenvolve em resposta
as conexoOes construidas em camadas chamadas “sinapses”, que conectam
significados entre palavras-chaves, conceitos, contextos e feedbacks fornecidos
nos prompts, pelo usuario (Liu et al., 2023). Estudar como os prompts induzem
o fluxo de organizacao dessa arquitetura neural tornou-se a chave para praticar o
prompting, ou uma engenharia de prompt mais eficaz, em qualquer area (Li et

al., 2023).

Tipos de prompt que melhoram o FT

Hé tipos de prompt diferentes em sua constituicao e a capacidade de indugao de
generalizacdo que promovem na DL. Um dos tipos mais frequentes para
processar raciocinios de maquina mais complexos é o In-Context Learning (ICL),

ou aprendizagem em contextos (Wang et al., 2023; Chen et al., 2023). No ICL sao
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fornecidas algumas demonstracoes preliminares, do tipo entrada-saida, também
chamadas Demo, ou prompts demonstrativos: essas sao etapas intermediarias
dentro do processo de FT para tarefas mais complexas. Essa sequéncia de
sucessivos prompts Demo para formar contextos intermediarios, antes de
atribuir uma tarefa complexa, é chamada de Chain of Thoughts (CoT), ou cadeia

de pensamentos (Wei et al., 2022).

Prompts CoT formam um processo estruturado pelo qual o LLM recebe e analisa
comandos do usuério, processando as informacoes sequencialmente para, em
seguida, generalizar uma resposta relevante e mais precisa. Essa cadeia de
pensamentos pode envolver varias camadas de raciocinio ou calculos de LLM
(Wei et al., 2022; Li et al., 2023) pela identificacao de palavras-chaves que
deixam clara a intencao do usuario e fazendo integracoes em conhecimentos mais
especificos, dentro de um ntcleo de conhecimento (Wang et al., 2023). Com isso
¢é possivel modelar o comportamento do LLM para que o FT seja orientado para

as generalizacoes almejadas (Liu et al., 2023).

Estudos mostraram que sistematizar a combinac¢ao entre Demo e CoT tornou o
ICL mais poderoso (Wang et al., 2022; Chen et al., 2023), uma vez que cada
problema de raciocinio complexo apresentado para a IA admite varias maneiras
diferentes de orientar o processamento das respostas. Por sua vez, o prompt CoT
€ uma estratégia que otimiza essa orientacao, fazendo com que sejam gerados
caminhos mais eficazes para o FT e NLP (Wei et al., 2022; Wang et al., 2022; Liu
et al., 2023). Recentemente chegou-se a uma modelagem que, usando apenas um
prompt Demo acompanhado de um prompt CoT bem estabelecido, gerou um ICL
que superou significativamente o modelo de ICL multidemo, anteriormente
adotado pela maioria dos trabalhos (Chen et al., 2023). Desde abril/2023, esse
passou a ser o caminho otimizado para sistematizar sequéncias de prompts
especialmente usuarios nao-experientes em tecnologias de IA, em contas

iniciantes, ou seja, ainda com pouco FT aplicado em uma area.

O idioma nao-nativo como viés importante no FT

Desde a versao GPT3, a OpenAl Inc. tem chamado a atencao ao fato de que o
processamento de LLM da familia GPT é feito no idioma inglés. Portanto, o que

a IA faz ao receber comandos em outros idiomas é acionar um modulo duplo de
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traducao ao processamento central: uma traducao no sentido idioma-inglés, para
comandos de entrada, e outra, no sentido inglés-idioma, para a saida dos
resultados (OpenAl Inc., 2023). Esse fato gera um viés importante que merece

atencao na aplicacdo do ChatGPT na area educacional.

O processamento dessas traducoes nao esta ao alcance do usuario, o que faz com
que a maquina entenda cada prompt como uma comunicacao nao-nativa de
idioma (Liang et al., 2023). Diante disso, a traducao é processada de forma quase
literal, como aquelas vistas em tradutores automaticos de outras empresas, como
o Google Tradutor; a IA faz sua propria interpretacao gramatical dos dados de
entrada como parte do NLP em desenvolvimento (Liu et al., 2023). Embora ao
longo de 2023, o uso do ChatGPT em muitos idiomas tenha aprimorado os
modulos de traducao, cabe destacar que os verbos sdo parte importante da
significacdo gramatical em cada idioma. Eles guardam a representacao das acoes
que sao expressas em cada idioma, e de forma diferente, de um idioma para outro,
fato que tem um poder de viés importante no NLP, ja relatado na literatura (Liang

et al., 2023).

Para educadores, uma forma de superar esse viés do idioma é usar verbos que
expressam acoes didaticas mais claras para a compreensao da maquina, ou seja,
que possuam uma significacao educacional especifica nos prompts em portugues.
Para isso, é necessario recorrer a uma taxonomia internacional conhecida pelo
pré-treino do LLM da familia GPT, que é a taxonomia dos Objetivos
Educacionais, mais conhecida como taxonomia de Bloom (Armstrong, 2010).
Com ela torna-se possivel exercer um controle especifico sobre a interpretacao de
cada prompt, pela IA. Dessa maneira, o FT associara significados educacionais
desejados (Kanesci et al., 2023) aos verbos especificos do processo cognitivo
envolvido, criando o conceito de prompt educacional nos termos deste estudo.

Prompt educacional, portanto, é uma sistematizacao que faz a mediacao de
interpretacao que a IA fara nas traducoes que agrega ao processamento, quando
o comando é feito fora do idioma nativo. Com um prompt educacional, o docente
usa a taxonomia de Bloom para controlar mais diretamente o sentido de aplicacao
dos verbos que atribuem tarefas referentes as finalidades do processo ensino-
aprendizagem (Guimaraes et al., 2023; Rocha et al., 2021). Justifica-se assim, um

FT que desenvolvera um NLP (Liu et al., 2023) genuinamente educacional, capaz
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de contextualizar melhor as acGes e tarefas atribuidas a IA, a partir do interesse
que exercem sobre as dinamicas educacionais (Pinto, 2015; Rocha et al., 2021;
Crompton ; Burke, 2023). Este tipo de procedimento minimiza a possibilidade de
viés na traducao do idioma, sobre o processamento LLM que é feito em idioma

nativo.

O ChatGPT

Dados da OpenAl Inc. mostraram que cada versio de LLM evoluiu
progressivamente para chegar ao que se conhece hoje como ChatGPT. Em
novembro/2022, o GPT3 tinha como modelo de linguagem o “code-davinci-
002”, que até a data do seu lancamento, contava com uma base de 175 bilhoes de
parametros alimentados até setembro/2021. O mundo experimentou a
capacidade deste modelo em realizar uma ampla variedade de tarefas de texto,
incluindo traducao, solucao de provas e testes internacionais, respostas a
questoes de diferentes areas do conhecimento e até mesmo, a criacao de codigos
de programacao com a Application Programming Interface (API), ou interface de
programacao aplicada (De Oliveira Silva et al., 2021), chamada Playground
(OpenAl Inc., 2023). Depois disso, novas atualizacoes vieram e o modelo ja
evoluiu, hoje tendo no “code-davinci-oo3” seu LLM mais avancado, no
ChatGPT4, versao paga lancada em 23/03/2023, juntamente com a atualizacao

para o GPT3.5, de uso gratuito (OpenAl Inc., 2023).

De acordo com a OpenAl Inc.,, o GPT4 possui uma base muito maior de
treinamento da LLM e uma capacidade de NLP chamada de “quase humana”
(OpenAl Inc., 2023). Ha relatos pelo mundo de seu desempenho em testes e
exames oficiais como ordem de advogados, reconhecimento de diplomas e
concursos ptblicos. E sobre esse universo da IA Generativa de texto ChatGPT que
foi desenvolvida a sistematizacdo dos prompts educacionais testados neste

estudo.

Metodologia

Tipo de estudo e periodo de experimentacao

Este é um estudo experimental descritivo qualitativo onde a aquisi¢ao de dados
foi feita diretamente na plataforma do ChatGPT, entre 23/03/2023 e
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02/05/2023. Nesse periodo a ferramenta tinha a versao GPT3.5, na versao

gratuita, e a versao GPT4 paga.

Cronologia da aquisicao de dados e versoes testadas

A aquisicao de dados, em diferentes versoes, idiomas e territorios globais,
integrou ativamente o desenho do estudo, que almejou comparar resultados entre
versoes feitas pela IA a partir de prompts especificos, feitos nas plataformas em
uso no Brasil e nos Estados Unidos da América (EUA). A cronologia dos testes é
um ponto relevante no desenho do estudo, porque comparou o desempenho entre
as versoes do ChatGPT, com e sem FT, ja que se sabe que a forma de uso afeta

progressivamente o desempenho da IA.

As coletas no Brasil foram feitas em quatro contas chamadas contas-referéncia
(IAR1-BRA1, IAR1-BRA2, IAR2-BRA) com FT especifico para fins educacionais
em atividade sistematizada (Kanesci et al., 2023) a mais de 15 dias antes do inicio
dos testes. Como FT para fins educacionais designa-se a sistematizacdo dos
prompts estruturados e descritos neste estudo. Outras duas contas nao possuiam
esse treinamento ao momento da coleta de dados e por essa razao foram
chamadas contas-teste (IAT-BRA e IAT-EUA). Os testes no ChatGPT foram feitos
no LLM code-davinci-002 para o GPT3.5, e code-davinci-o03 para GPT4.

Prompts estudados: Demo-CoT e ICL

O roteiro de prompts foi sistematizado em um roteiro chamado Prompt-EDU,
aplicado desde 23/03/2023 nas contas IAR (Liu et al., 2023). Esse roteiro usou
trés tipos de prompts combinados e sequenciados com o objetivo otimizar o FT
do ChatGPT para um NLP voltado para aplicacbes no processo ensino-

aprendizagem (Quadro 1).
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Quadro 1: Elementos de estruturacio para uma sequéncia de prompts sistematizados para
treino de IA com finalidades educacionais®.

Prompt Demo-CoT*

Prompt ICL**

Aplicacio Primeiros prompts aplicados em Prompt que sucede os Demo-CoT e
sequéncia na atribuicdo de uma que atribui a tarefa complexa,
nova tarefa complexa. Visam conectando terminologias especificas
otimizar acuracia e aumentar o da area, para o NLP.
desempenho do FT.
Funcdo no Fornece instrucoes direcionadas ao = Apos a sequéncia de prompts Demo-
Prompt-EDU | LLM nos dados de entrada. Cada CoT, o ICL gera saidas com melhor
Demo se amplia com CoT pelo orientacdo seguindo o caminho
acompanhamento controlado das tracado nos Demo-CoT. E
etapas intermediarias de raciocinio | responsavel pela otimizacao do FT da
para chegar as etapas finais IA para esta tarefa e otimiza o NLP,
almejadas. Isso “treina” o FT e cria | conectando palavras-chaves
pontos de apoio robustos para a relevantes em areas especificas.
generalizacdo do ML em novas
consultas inéditas, maximizando o
NLP com termos educacionais.
Resultado IA melhora a interpretacao que faz | IA responde a tarefa situando
esperado do contexto e significado conceitos dentro da NLP com maior

apresentado, aprimorando a precisao e fluéncia para a area.

generalizagdo.

Fonte: Elaborado pelos autores. Legenda: *Combinagao estruturada denominada Prompt-EDU
para aprimoramento de FT no ChatGPT; **Perfis de comandos usados no Prompt-EDU e
analisados neste estudo.

Prompt Demo-CoT

O primeiro comando aplicado no roteiro Prompt-EDU vem da combinacao entre
dois tipos de comando: um prompt Demo com um CoT. Essa composicao Demo-
CoT induz as seguintes caracteristicas de generalizacao sobre o LLM: [a] Demo é
a parte do prompt que direciona o FT para as conexoes ligadas aos contextos
educacionais (Celik et al., 2022; Liu et al., 2023; Kanesci et al., 2023); [b] CoT é
a parte do comando que desenvolve a linguagem para esses contextos, onde as
interpretacoes serdao generalizadas em novas sinapses para o processo ensino-

aprendizagem (Wei et al., 2022; Dieterle et al., 2022; Crompton ; Burke, 2023).

Prompt ICL

Esse comando traz uma tarefa mais complexa a IA e age para induzir
generalizacoes mais precisas no NLP (Wang et al., 2023; Chen et al., 2023) de
uma area especifica (Li et al., 2023). O experimento comparou um comando ICL
de simulacao dialogica entre dois personagens para avaliar a otimizacao de
processamentos nas versoes ChatGPT testadas. Como o foco do Prompt-EDU é
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oferecer rotinas que facilitem o processo de FT em contas iniciantes (Liu et al.,
2023) com fins educacionais (Kanesci et al., 2023), o prompt ICL considerou: [a]
a interface educacao-tecnologias; [b] a internacionalidade dos testes, conduzidos
no Brasil e EUA; [c] o viés de dupla traducdo de idioma portugués e a

interferéncia nos resultados finais.

No ICL de simulacao de personagem, foram escolhidos expoentes nas areas de
tecnologias e educacao, com renome mundial em suas areas até setembro/2021,
limite temporal do pré-treino do ChatGPT. Para a internacionalidade dos testes e
equilibrio entre dados dos personagens, foi determinado que um deles deveria ser
brasileiro e o outro, estadunidense. Foram escolhidos os personagens do
educador brasileiro Paulo Freire (Scocuglia, 2006; Franco, 2017), como
personagem da area educacional, e o estadunidense Mark Zuckerberg, para a

representacio do avanco em tecnologias.

Para controlar o viés da traducao, o experimento comparou as respostas entre
prompts feitos em portugués, em ambas as contas (Brasil e EUA) e nas versoes
testadas do ChatGPT.

Prompts educacionais: estrutura de construcao

Um padrao sistematizado para os comandos de entrada de dados (Quadro 2)
ajuda usuérios inexperientes a estruturar prompts na iniciacao de um FT e criar
elementos de fluéncia para um NLP no ambito das ciéncias educacionais
(Zawacki-Ritcher et al., 2019; Celik et al., 2022; Humble ; Mozelius, 2022;

Kanesci et al., 2023).

Quadro 2: Elementos da estrutura aplicada na sistematizagdo Prompt-EDU para os comandos
aplicados neste estudo.

Elementos* Contexto da tarefa Finalidade da tarefa Chave de Comando

Funcao Determina a Define perfil da Estabelece a forma de
relevancia na audiéncia, as palavras- | organizacdo dos
aplicacdo do objeto da | chaves e conexdes dados de saida. Deve
tarefa em envolvidas entre a tarefa | conectar-se ao verbo
situacbes/cenarios e a area especifica de Bloom e pode
relacionados a solugdo | explorada. determinar modelos
almejada. especificos (mapa

mental, tabela,
classificacao etc.).
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Caracteristica Situa o ecossistema de | Posiciona e reforca a Verbos no imperativo

LLM na experiéncia generalizacdo da LLM sao mais claros

por meio de etapas para o ML e FSL porque o
intermediarias de especificos na area processamento conta
raciocinio para pretendida. com uma dupla
alcancar etapas finais traducao portugués-
de resposta. inglés- portugueés.

Recomendacgoes Frases simples e curtas, claras e diretas. Fragmentar pensamentos
complexos melhora o processamento de LLM, as traducoes e a
generalizagdo de ML.

Fonte: Elaborado pelos autores. Legenda: *Composigao estudada para a redacao de prompts
educacionais para uso frente ao processo ensino-aprendizagem.

Redacao do prompt Demo-CoT

O comando do prompt Demo-CoT envolveu duas caracteristicas: [a] atribuicao
de tarefa simples, para reconhecimento do conceito de prompt educacional pelo
LLM no espaco de FT (Chen et al., 2023); [b] atribuicao de personagem, um tipo
de CoT comum para o ChatGPT, que explora a compreensao do contexto que a IA

assumira na tarefa seguinte (Quadro 3).

Quadro 3: Texto do comando do prompt Demo-CoT analisado neste estudo.

Vocé é meu assistente educacional* e vamos trabalhar ensinando
professores a se comunicar com inteligéncia artificial de forma mais

Contexto NP . -
eficaz. O objetivo é gerar resultados melhores para atividades criativas
e engajadoras de ensino e de aprendizagem.

Finalidade Todas as respostas agora devem ter como base a Taxonomia de Bloom e
chamarei esses parametros de prompt educacional.

Chave de comando Vocé entendeu o que é um prompt educacional, nesses termos?

Fonte: Elaborado pelos autores. Legenda: *Atribuicdo de personagem ao ChatGPT.

Redacao do prompt ICL

A tarefa complexa veio apds o prompt Demo-CoT e foi um dialogo entre os dois
personagens selecionados (Li et al., 2023; Wang et al., 2023; Chen et al., 2023),

nao contemporaneos entre si (Quadro 4).
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Quadro 4: Texto do comando do prompt ICL analisado neste estudo.

Crie um dialogo hipotético entre Paulo Freire, o educador, e Mark Zuckerberg,
CEO da empresa Meta. Esse dialogo deve usar as caracteristicas de cada um

Contexto desses dois personagens para a construcdo dos argumentos. O tema do didalogo
deve ser: como a aprendizagem sera modificada pela integragdo das tecnologias
de inteligéncia artificial nas escolas e universidades?

Nesse didlogo hipotético, cada um seguira a seguinte sequéncia de participagdo: 1-
Finalidade @ um perguntara ao outro "qual seu ponto de vista sobre a Inteligéncia Artificial na
formacgao educacional do cidadado do futuro?"

Chave de “A resposta deve ser construida com as caracteristicas de personalidade e da
comando profissao que cada um exerce/exerceu

Fonte: Elaborado pelos autores.

Controle do viés de idioma no LLM

Os comandos foram aplicados no idioma portugués do Brasil em ambos os paises
com a intencao de permitir a comparacao para o viés da traducao que integra o
uso do ChatGPT em idioma nao-nativo (Chen et al.,, 2023). Com isso, a
plataforma estadunidense também ativou os modulos de traducao, como os testes

no Brasil.

Analise dos resultados

A exploracao dos resultados foi feita de forma exploratoria qualitativa e
historiada, frente aos dados disponiveis. Foram comparados aspectos de
complexidade do processamento da tarefa, qualidade na geracao dos dados de
saida para o prompt Demo-CoT, em cada uma das versoes e testes realizados.

Para a analise das respostas ao prompt ICL foram estabelecidas trés
caracteristicas como marcadores qualitativos de precisao e desenvolvimento de
NLP (Quadro 5): eles foram considerados referenciais de sucesso no desempenho

do roteiro Prompt-EDU (Liu et al., 2023).
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Quadro 5: Atribuicao das caracteristicas de analise para precisao de FT e desenvolvimento de
NLP analisadas na resposta ao prompt ICL pelo ChatGPT em suas versoes.

Paulo Freire

Mark
Zuckerberg

Caracteristica 1

Abordagem inovadora
baseada na promocao
do dialogo, da
participacao e da
conscientizacao,
visando a
transformacao social e
ao empoderamento dos
alunos

Conectar pessoas
globalmente tornando o
mundo um espago
aberto e interconectado,
facilitando a
comunicacao e
compartilhamento de
informacgoes entre
individuos

Caracteristica 2

Educagao
problematizadora
estimulando reflexao
critica dos alunos sobre
seu proprio contexto e
realidade, permitindo que
eles se tornassem agentes
de transformacgao de suas
proprias vidas e
comunidades

Foco em tecnologias
emergentes com potencial

de moldar o futuro e afetar

a maneira como as
pessoas se comunicam,
trabalham e vivem

Caracteristica 3

Conscientizagao pela
educacao como a
compreensao mais
profunda de sua
realidade social,
politica e econdmica,
capacitando-os a agir
para transformar
condicoes de vida

Democratizacio do
acesso a informacao e
disponibilidade de
ferramentas para que
pessoas possam se
expressar e se
conectar com outras
pessoas

Fonte: Elaborado pelos autores. Destaque: marcadores qualitativos de precisao para NLP.

Resultados

Resultados do prompt Demo-CoT

As respostas obtidas pelo comando Demo-CoT estao apresentadas para testes

feitos nas versoes no GPT3.5 (Quadro 6) e no GPT4 (Quadro 7), no Brasil e EUA.

Quadro 6: Comparacio dos resultados do prompt Demo-CoT na mesma conta, para GPT3.5.

Prompt

Vocé é meu assistente educacional e vamos trabalhar ensinando professores a se comunicar
com inteligéncia artificial de forma mais eficaz. O objetivo é gerar resultados melhores para
atividades criativas e engajadoras de ensino e de aprendizagem. Todas as respostas agora
devem ter como base a Taxonomia de Bloom e chamarei esses parametros de prompt
educacional. Vocé entendeu o que é um prompt educacional, nesses termos?

IAR1-BRA, 10/04

Sim, entendi. Um prompt educacional é uma instrucao ou pergunta que os professores podem
usar para orientar a comunicagdo com inteligéncia artificial e promover diferentes niveis de
aprendizagem, de acordo com a Taxonomia de Bloom. O prompt educacional pode ser usado
para encorajar os alunos a pensar criticamente, criar, analisar e avaliar informagoes. O uso de
[prompts educacionais também pode ajudar os professores a desenvolver habilidades de
pensamento critico em seus alunos e, assim, melhorar a qualidade do aprendizado.
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IAR1-BRA2, 29/04

Sim, entendi! Um prompt educacional, nesses termos, é uma orientacao ou guia que segue a
Taxonomia de Bloom para auxiliar no planejamento de atividades e aulas que buscam
promover a aprendizagem dos alunos de forma mais criativa e engajadora. Esses prompts
podem ser usados para diversos fins, como no ensino sobre inteligéncia artificial, por exemplo.
Eles ajudam os professores a desenvolverem aulas mais eficientes e direcionadas, tendo em
vista o objetivo de aprendizagem desejado.

Fonte: Elaborado pelos autores. Destaque: marcadores qualitativos para FT.

Quadro 7: Comparacao dos resultados do prompt Demo-CoT em contas GPT4.

Prompt

Vocé é meu assistente educacional e vamos trabalhar ensinando professores a se comunicar
com inteligéncia artificial de forma mais eficaz. O objetivo é gerar resultados melhores para
atividades criativas e engajadoras de ensino e de aprendizagem. Todas as respostas agora
devem ter como base a Taxonomia de Bloom e chamarei esses parametros de prompt
educacional. Vocé entendeu o que é um prompt educacional, nesses termos?

IAR2-BRA, 28/04

Sim, entendi o que é um prompt educacional nos termos que vocé mencionou. Um prompt
educacional, baseado na Taxonomia de Bloom, é uma pergunta ou instrucao projetada para
ajudar professores e alunos a se envolverem em atividades de ensino e aprendizagem de
maneira mais eficaz e criativa. Esses prompts visam abordar diferentes niveis de complexidade
cognitiva, utilizando verbos especificos da Taxonomia de Bloom, como lembrar, entender,
aplicar, analisar, avaliar e criar. A ideia é ajudar os professores a se comunicarem melhor com a
inteligéncia artificial e criar atividades que promovam o engajamento dos alunos e o
desenvolvimento de habilidades cognitivas em varios niveis. Como seu assistente educacional,
vou me concentrar em fornecer respostas e sugestoes que estejam alinhadas com os principios
da Taxonomia de Bloom e que sejam uteis para o desenvolvimento de atividades pedagogicas
envolventes e eficazes.

IAT-EUA, 12/04

Claro, posso ajuda-lo a criar um prompt educacional utilizando verbos de acao da Taxonomia
de Bloom. Vamos criar um cenario no qual dois personagens estao discutindo um tépico
especifico relacionado a educagao e aprendizagem. Os personagens serao um professor e um
aluno. Prompt educacional: Dialogo entre professor e aluno sobre a importancia da
Taxonomia de Bloom no planejamento de aulas e atividades educacionais. Contexto: Um
professor e seu aluno estdo discutindo como a Taxonomia de Bloom pode ser aplicada no
planejamento de aulas e atividades educacionais. Eles exploram os diferentes niveis da
taxonomia e discutem como cada nivel pode ser aplicado em atividades de aprendizagem.

(...)*

Fonte: Elaborado pelos autores. Legenda: Destaque: marcadores qualitativos para FT; *GPT4-
EUA prossegue de forma inesperada e cria, ele mesmo, um diélogo entre professor e aluno sobre
prompt educacional.

Viés de treinamento detectado e corrigido

Os primeiros testes no Brasil aconteceram em uma conta que fazia uso do roteiro
Prompt-EDU desde a atualizacao do GPT3.5. Isso significava um FT em atividade

por duas semanas, no inicio do experimento, ou seja, a conta IAR1-BRA1 fora
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treinada diariamente com a rotina Prompt-EDU por um periodo de tempo
anterior aos testes controlados. Essa constatacao foi considerada um viés
potencial na interpretacao dos resultados e, para elimina-lo, em 10/04 foi
iniciada uma nova conta teste no GPT3.5 (IAT-BRA), que passou a usar o roteiro
Prompt-EDU até a data de coleta, em 29/04. Esta acdo tornou equivalentes os
treinamentos de FT (Liu et al., 2023), permitindo a comparacao das respostas
finais entre as contas IAR1-BRA1 e IAT-BRA, ambas com treinamento pregresso

com o Prompt-EDU ha pelo menos 15 dias (Quadro 8).

Quadro 8: Comparacao dos resultados do prompt Demo-CoT entre contas brasileiras de
GPT3.5, com FT ajustado pelo tempo de uso da sistematizacdo Prompt-EDU.

Prompt

Vocé é meu assistente educacional e vamos trabalhar ensinando professores a se comunicar
com inteligéncia artificial de forma mais eficaz. O objetivo é gerar resultados melhores para
atividades criativas e engajadoras de ensino e de aprendizagem. Todas as respostas agora
devem ter como base a Taxonomia de Bloom e chamarei esses parametros de prompt
educacional. Vocé entendeu o que é um prompt educacional, nesses termos?

IAR1-BRA1, 29/04

Sim, entendi! Um prompt educacional, nesses termos, é uma orientacao ou guia que segue a
Taxonomia de Bloom para auxiliar no planejamento de atividades e aulas que buscam
promover a aprendizagem dos alunos de forma mais criativa e engajadora. Esses prompts
podem ser usados para diversos fins, como no ensino sobre inteligéncia artificial, por exemplo.
Eles ajudam os professores a desenvolverem aulas mais eficientes e direcionadas, tendo em
vista o objetivo de aprendizagem desejado.

IAT-BRA, 29/04

Sim, entendi. Um prompt educacional é um conjunto de instrugoes, perguntas ou sugestoes
que guiam o pensamento e a acao dos professores para alcangar um objetivo especifico de
ensino e aprendizagem, com base na Taxonomia de Bloom. Ele pode ajudar a estruturar a
comunicac¢io com a inteligéncia artificial, fornecendo informacoes relevantes e especificas
sobre o que se espera alcancar com a interacdo. Com um prompt educacional adequado, é
possivel direcionar o didlogo para o desenvolvimento de habilidades mais complexas, como a
anélise critica, a sintese e a avaliacdo de informacoes, em vez de apenas fornecer respostas
simples.

Fonte: Elaborado pelos autores. Legenda: Destaque: marcadores qualitativos para FT.

Resultados do prompt ICL: simulacao de personagens

A redacao do prompt ICL teve sua estrutura geral dentro do que propde o roteiro
Prompt-EDU. Foram comparadas as versoes das contas referéncia no Brasil para
o GPT3.5 (Quadro 9), e entre Brasil e EUA para o GPT4 (Quadro 10).

SCIAS Edu., Com., Tec., Belo Horizonte, v.6, n.1, p. 107-138, jan./jun. 2024
e-ISSN:2674-905X



Quadro 9: Comparacio dos resultados do prompt ICL na mesma conta brasileira, para GPT3.5.

Prompt

Crie um didalogo hipotético entre Paulo Freire, o educador, e Mark Zuckerberg, CEO da
empresa Meta. Esse dialogo deve usar as caracteristicas de cada um desses dois personagens
para a construcao dos argumentos. O tema do didlogo deve ser: como a aprendizagem sera
modificada pela integracgdo das tecnologias de inteligéncia artificial nas escolas e
universidades? Nesse didlogo hipotético, cada um seguird a seguinte sequéncia de
participag¢@o: um perguntard ao outro "qual seu ponto de vista sobre a Inteligéncia Artificial
na formacao educacional do cidaddo do futuro?" A resposta deve ser construida com as
caracteristicas de personalidade e da profissdo que cada um exerce/exerceu.

IAR1-BRA1, 10/04

[ndo houve argumento introdutério]

1. PAULO FREIRE: Ol4, Mark. Tenho certeza de que vocé ja pensou sobre como a Inteligéncia
Artificial pode afetar a formacao educacional do cidadao do futuro. Qual é o seu ponto de vista
sobre isso?

2. MARK ZUCKERBERG: Ol4, Paulo. Como CEO de uma empresa de tecnologia, sou muito
otimista sobre o potencial da Inteligéncia Artificial para transformar a educacao. Acredito
que a tecnologia pode ajudar a personalizar a experiéncia de aprendizagem para
cada aluno, permitindo que eles aprendam no seu préprio ritmo.

3. PAULO FREIRE: Entendo seu entusiasmo, Mark, mas como educador, preocupa-me que a
tecnologia possa substituir a conexao pessoal entre o professor e o aluno.
Acredito que a educacao nao é apenas uma transferéncia de conhecimento, mas também uma
conexao interpessoal entre professor e aluno. A Inteligéncia Artificial pode afetar essa
conexao?

4. MARK ZUCKERBERG: Compreendo sua preocupacao, Paulo. Mas, acredito que a tecnologia
pode ser usada para melhorar a conexéo entre professor e aluno. Por exemplo, a
Inteligéncia Artificial pode ajudar os professores a identificar as necessidades de cada
aluno e fornecer feedback personalizado. Além disso, a tecnologia pode permitir que os
alunos se conectem com outros estudantes em todo o mundo, eriando uma comunidade
de aprendizado global.

5. PAULO FREIRE: Concordo que a tecnologia pode ser usada para melhorar a conexao entre
professor e aluno. Mas, como educador, preocupa-me que a tecnologia possa perpetuar
desigualdades de acesso a educagao. Como vocé acha que a Inteligéncia Artificial pode ajudar
a resolver esse problema?

6. MARK ZUCKERBERG: Essa é uma preocupacao valida, Paulo. Mas, acredito que a tecnologia
pode ajudar a democratizar a educacao, fornecendo acesso a recursos
educacionais para pessoas em todo o mundo. Por exemplo, a Inteligéncia Artificial
pode ser usada para criar programas de aprendizado online acessiveis a todos,
independentemente de sua localizacdo ou situacao financeira.

7. PAULO FREIRE: Entendo sua visdo, Mark. Mas, como educador, acredito que a educaciao
nao deve ser vista apenas como uma oportunidade de adquirir habilidades
técnicas, mas também como um meio de desenvolver habilidades sociais e emocionais.
Como vocé acha que a Inteligéncia Artificial pode ajudar a desenvolver essas habilidades?

8. MARK ZUCKERBERG: Concordo com vocé, Paulo. Acredito que a tecnologia pode ser usada
para ajudar a desenvolver habilidades sociais e emocionais. Por exemplo, a Inteligéncia
Artificial pode ser usada para fornecer feedback sobre habilidades como trabalho em equipe e
comunicacdo. Além disso, a tecnologia pode ser usada para criar ambientes de aprendizagem
interativos e imersivos, onde os alunos podem praticar habilidades sociais e emocionais em
um ambiente seguro.

9. PAULO FREIRE: Vejo que temos pontos de vista diferentes, Mark, mas acredito
que podemos trabalhar juntos para criar uma educacao que aproveite o melhor
da tecnologia e da conexao interpessoal. O importante € mantermos o foco no
desenvolvimento integral do ser humano e na construcao de uma sociedade mais justa e
igualitaria.

IAR1-BRA2, 29/04
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Otimo! Segue o di4logo hipotético:

1. PAULO FREIRE: Mark, qual seu ponto de vista sobre a Inteligéncia Artificial na formacao
educacional do cidadao do futuro?

2. MARK ZUCKERBERG: Bem, Paulo, acredito que a integracao da Inteligéncia Artificial na
educacdo pode ser uma ferramenta poderosa para melhorar a aprendizagem dos
alunos. Com a tecnologia certa, podemos personalizar o ensino para as
necessidades individuais de cada aluno, tornando a aprendizagem mais
eficiente e acessivel.

3. PAULO FREIRE: Compreendo. Entretanto, como vocé enxerga a relagao entre a tecnologia
e a pratica educativa, considerando as diferencgas sociais e culturais que existem entre os
alunos?

4. MARK ZUCKERBERG: Entendo sua preocupacao, Paulo. Na minha visao, a tecnologia
pode ser usada de maneira a incentivar o aprendizado coletivo e colaborativo. Acredito que
os alunos podem se ajudar mutuamente através de foruns de discussao e outras
ferramentas colaborativas online. Além disso, podemos usar a tecnologia para trazer
novas perspectivas e visdes para a sala de aula, expondo os alunos a diferentes culturas e
modos de pensar.

5. PAULO FREIRE: Concordo que a tecnologia pode ser usada para incentivar a colaboragio e
a diversidade cultural. No entanto, ndo podemos negligenciar a importancia da educacao
como processo de humanizagao e formacao de valores éticos e politicos. Como vocé acha
que a Inteligéncia Artificial pode ser integrada nesse processo?

6. MARK ZUCKERBERG: Excelente ponto, Paulo. Acredito que a tecnologia deve ser usada
para complementar a educacio e ndo substitui-la. Devemos usar a Inteligéncia Artificial
para ajudar os alunos a desenvolver habilidades como pensamento critico, anélise de dados
e tomada de decisao, além de incentiva-los a desenvolver valores éticos e civicos. Isso pode
ser feito através de plataformas que incentivam a discussao, a argumentacao e a tomada de
decisao consciente.

7. PAULO FREIRE: Concordo com vocé, Mark. Acredito que a tecnologia pode ser uma
ferramenta poderosa para melhorar a aprendizagem e o desenvolvimento humano, desde
que seja usada de forma ética e consciente. Devemos nos esforcar para garantir que a
tecnologia esteja sempre a servico da educagio e nao o contrario.

8. MARK ZUCKERBERG: Totalmente de acordo, Paulo. A integracdo da Inteligéncia Artificial
na educacao é uma oportunidade tnica para transformar a forma como aprendemos e nos
desenvolvermos como cidadaos. Mas precisamos trabalhar juntos, professores, alunos e
empresas, para garantir que essa transformacao seja benéfica para todos e reflita os valores
que acreditamos serem importantes na educacao.

Fonte: os autores. Legenda: Negrito: generalidades sobre aplicacdo da IA na formacao
educacional; Destacado: marcadores qualitativos de precisao para NLP relacionados as
caracteristicas da obra do personagem e/ou sugestoes generativas sobre aplicacdo da IA na
formacao educacional.

Quadro 10: Comparacdo dos resultados do prompt ICL entre contas GPT4, no Brasil e EUA.

Prompt

Crie um didalogo hipotético entre Paulo Freire, o educador, e Mark Zuckerberg, CEO da
empresa Meta. Esse dialogo deve usar as caracteristicas de cada um desses dois personagens
para a construgao dos argumentos. O tema do didlogo deve ser: como a aprendizagem sera
modificada pela integragdo das tecnologias de inteligéncia artificial nas escolas e
universidades? Nesse didlogo hipotético, cada um seguird a seguinte sequéncia de
participag¢@o: um perguntara ao outro "qual seu ponto de vista sobre a Inteligéncia Artificial
na formacao educacional do cidaddo do futuro?" A resposta deve ser construida com as
caracteristicas de personalidade e da profissado que cada um exerce/exerceu.

IAR2-BRA, 28/04

INTRODUCAO: Em um encontro hipotético, o educador brasileiro Paulo Freire e o CEO da
Meta, Mark Zuckerberg, sentam-se para conversar sobre como a aprendizagem sera
modificada pela integracao das tecnologias de inteligéncia artificial (IA) nas
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escolas e universidades

1. PAULO FREIRE: Entdo, Mark, qual é o seu ponto de vista sobre a Inteligéncia Artificial na
formacao educacional do cidadao do futuro?

2. MARK ZUCKERBERG: Paulo, eu acredito que a IA tem um potencial incrivel para
transformar a educacao e expandir as oportunidades de aprendizagem. Através
da personalizacao do ensino e do fornecimento de recursos que se adaptam ao ritmo e estilo
de aprendizagem do aluno, podemos tornar a educacao mais eficaz e inclusiva. Além disso, a
IA pode ajudar os professores a identificar lacunas no conhecimento e areas onde os alunos
precisam de mais apoio, permitindo uma intervencao precoce e uma melhoria continua.
Agora, gostaria de saber a sua perspectiva, Paulo, sobre a Inteligéncia Artificial na formacao
educacional do cidadao do futuro?

3. PAULO FREIRE: Mark, eu concordo que a tecnologia tem o potencial de melhorar a
educacao, mas é importante lembrar que a aprendizagem é um processo dialogico e social. A
IA pode ser uma ferramenta 1til, mas nao pode substituir a interacdo humana e a relacao
entre educadores e educandos. Devemos garantir que a implementacao da IA nas escolas e
universidades nao reforce o "modelo bancario" de educacao, onde o conhecimento é
depositado nos alunos de forma passiva. Em vez disso, devemos usar a IA como uma
ferramenta para promover o didlogo, a conscientizacao e a capacidade critica, para que os
alunos possam se tornar agentes ativos de transformacao em suas proprias vidas e
comunidades.

4. MARK ZUCKERBERG: Eu entendo o seu ponto, Paulo, e concordo que devemos encontrar
um equilibrio entre o uso de tecnologias emergentes, como a IA, e a promocao da interacao
humana e do didlogo. Acredito que podemos utilizar a IA para apoiar e complementar a
relacio entre educadores e educandos, em vez de substitui-la. Com o uso responséavel e ético
da IA, podemos trabalhar juntos para criar um futuro educacional mais inclusivo,
personalizado e empoderador.

IAT-EUA, 12/04

CONTEXTO: Paulo Freire, um renomado educador e filbsofo brasileiro, e Mark Zuckerberg, CEO
da empresa Meta, estao discutindo como a aprendizagem sera modificada pela
integracao das tecnologias de inteligéncia artificial nas escolas e universidades.
Ambos compartilham suas perspectivas sobre o tema, levando em conta suas experiéncias e
areas de especializacao.

1. PAULO FREIRE: Mark, gostaria de saber qual é o seu ponto de vista sobre a Inteligéncia
Artificial na formagao educacional do cidadao do futuro?

2. MARK ZUCKERBERG: Paulo, acredito que a Inteligéncia Artificial tem o potencial de
revolucionar a educacao, tornando-a mais personalizada, eficiente e acessivel.
Com a IA, podemos criar ambientes de aprendizado adaptativos que respondem as
necessidades individuais dos alunos e ajudam a superar as barreiras geograficas e
socioeconomicas. No entanto, é importante garantir que a tecnologia seja usada de maneira
ética e responsével.

3. PAULO FREIRE: Compreendo seu entusiasmo, Mark. De fato, a tecnologia pode ser uma
ferramenta poderosa na educacao. No entanto, ndo podemos esquecer que a educacao é,
fundamentalmente, um ato de humanizacao. Devemos garantir que a integracao da IA nas
escolas e universidades nao comprometa a relacao dialégica entre educadores e educandos,
nem reforce a "cultura do siléncio" que impede a emancipacio e a conscientizacao dos alunos.

4. MARK ZUCKERBERG: Entendo sua preocupacgao, Paulo. Como podemos equilibrar a adocao
da IA com a manutencao da humanizacao e do didlogo na educacao?

5. PAULO FREIRE: Acredito que a chave é garantir que a tecnologia seja usada como uma
ferramenta a servico do processo educacional, e ndo como um substituto para a interacao
humana. Além disso, é fundamental que os educadores estejam envolvidos na concepcao,
implementacao e avaliacido das solucoes de IA para garantir que elas atendam as
necessidades reais dos alunos e promovam a construcao do conhecimento critico e
reflexivo.

6. MARK ZUCKERBERG: Concordo, Paulo. Nds, como lideres de tecnologia, temos a
responsabilidade de trabalhar em conjunto com educadores e outros profissionais
da educacao para criar solucoes de IA que complementem e enriquecam a
experiéncia de aprendizado, ao invés de simplesmente automatiza-la. Vamos continuar
explorando maneiras de garantir que a IA seja usada de forma ética e responsavel no
campo da educacao.
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7. PAULO FREIRE: Aprecio sua abordagem colaborativa, Mark. Juntos podemos assegurar que
a integracao da Inteligéncia Artificial na educacao seja feita de forma a valorizar a
humanizacéo e a construcao do conhecimento critico e reflexivo, garantindo um futuro
mais justo e igualitario para todos.

Fonte: Elaborado pelos autores. Legenda: Negrito: generalidades sobre aplicacio da IA na
formacgao educacional; Destacado: marcadores qualitativos de precisao para NLP relacionados
as caracteristicas da obra do personagem e/ou sugestdes generativas sobre aplicacao da IA na
formacao educacional.

Discussao

Os resultados compreendem a comparacao exploratoria feita em duas
perspectivas: a estrutura na construcao dos prompts educacionais e a aplicacao
dos comandos Demo-CoT (Wei et al., 2022) e ICL, para otimizacao do FT (Wang
et al., 2023) com foco no desenvolvimento de NLP (Liu et al., 2023) para fins
educacionais (Zawacki-Richter et al., 2019; Kanesci et al., 2023). Essa sequéncia
de compoe o roteiro Prompt-EDU como um roteiro de iniciacao (Liu et al., 2023)
para que usuarios nao-experientes possam aplicar na otimizacao do FT em suas

contas de IA (Liu et al., 2023), nos cenarios educacionais.

Engenharia de prompt e a estrutura dos prompts
educacionais

A sequéncia de prompts usada neste estudo foi ao encontro das diretrizes na
literatura, sobre a maxima eficiéncia de LLM (Chen et al., 2023; Cotton et al.,
2023; Liang et al., 2023; Liao et al., 2023). Cada prompt foi estruturado com
elementos representativos do melhor desempenho do FT no desenvolvimento de
NLP especifico para conceitos e conexoes entre palavras-chaves relacionadas ao
processo ensino-aprendizagem (Crompton; Burke, 2023), seguindo as melhores

diretrizes da engenharia de prompt (Liu et al., 2023).

A engenharia de prompt, ou prompting, é a explicacdo de como uma mesma
tarefa atribuida para a IA possa gerar resultados diferentes em funcido dos
comandos aplicados (Kanesci et al., 2023). Prompt é a linguagem de
comunicacdo com a maquina e a engenharia de prompt é o dominio da
construcdo otimizada desta comunicacdo. Em outras palavras, os prompts
desenvolvem a DL da IA para a forma e foco que o usuario deseja, e ha modelos e

sequéncias de tarefas ja estudados para isso (Liu et al., 2023).
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Os modelos de prompts determinam a forma como a DL se desenvolve e os LLM
generalizam associacOoes entre palavras-chaves, contextos, conceitos e
significacao, definindo sua propria NLP (Shin et al., 2020; Liu et al., 2023; Chen
et al., 2023). Este se tornou um campo em desenvolvimento exponencial no ano
de 2023 pela necessidade de proporcionar maior flexibilidade de uso e interacao
com a IA, inclusao digital e personalizacao de necessidades (De Andrade Matias

et al., 2022; Salas-Pilco ; Yang, 2022).

O prompt Demo-COT e seu desempenho

O Demo-CoT foi estruturado sobre os resultados relatados para o desempenho
otimizado do FT em tarefas complexas (Cotton et al., 2023; Liang et al., 2023;
Chen et al., 2023; Liao et al., 2023). No Quadro 7 tem-se as comparacgoes do
retorno desse prompt para as versoes GPT3.5 do Brasil, em datas diferentes: elas
guardaram relacao com a evolucao da conta pelo uso progressivo do Prompt-
EDU. Ja na coleta de 10/04, a interpretacao da conta IAR1-BRA1 apontou “uma
instrucdo ou pergunta que professores podem usar”, ao passo que a mesma
versao, em 29/04, trouxe a interpretacao “orientacao ou guia que segue a
taxonomia (...) promover aprendizagem dos alunos de forma mais criativa e

engajadora”.

Nessa perspectiva acredita-se tem em maos o que foi relatado por Chen et al.
(2023) no tocante aos vieses de reconhecimento entre idioma de nativos e nao-
nativos (Cotton et al., 2023) pelo ChatGPT: a causa da discrepancia de
interpretacao na primeira coleta pode estar ligada a dupla traducao feita em uma
LLM ainda sem FT especifico para finalidades educacionais. Chen et al. (2023)
mostraram um viés importante que o ChatGPT faz na interpretacdo de textos
escritos em inglés, por nativos e nao-nativos no idioma, e isso vai ao encontro da
hipétese da discrepancia encontrada entre a intencionalidade do comando e a
interpretacao da tarefa possuirem a mesma raiz, nos processamentos de traducao
de idioma e que sdo assumidos como textos nao-nativos do inglés (Cotton et al.,

2023).

Seguindo essa comparacao, no mesmo Quadro 7, passa-se ao que a IA entendeu
sobre a finalidade do prompt educacional. Na versao de 10/04, o GPT atribuiu

um CoT que “pode ajudar professores a desenvolver habilidades de pensamento
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critico em seus alunos”, enquanto na versao de 29/04, é pontado que “ajudam
professores a desenvolverem aulas mais eficientes e direcionadas tendo em vista
o objetivo de aprendizagem desejado” (Zawacki-Richter et al., 2019). Embora
nenhuma das versoes tenham definido verdadeiramente o prompt educacional
no contexto do treinamento da IA, a versao de 29/04 foi mais proxima do papel
real desse elemento. Mas ainda restava a divida sobre a interferéncia do viés da
traducao. Para tirar essa duvida, o prompt Demo-CoT foi encaminhado para teste
em portugués na conta estadunidense (IAT-EUA), apresentada no Quadro 8: 14
também houve uma dupla traducao, mas na versao GPT4. Destaca-se o fato de
que a TAR2-BRA pertencia a uma conta com treinamento no Prompt-EDU ha
mais de 15 dias, e a conta IAT-EUA teve o primeiro contato com a sequéncia

Prompt-EDU em portugués na ocasiao da coleta.

Com isso, foi eliminada a hipotese de viés da traducao, porque foi assegurado o
mesmo processamento em ambas as contas, restando somente a variavel de pré-
treino no ICL (Wang et al., 2023) como possivel fator interveniente na diferenca
entre resultados. A comparacao dos retornos obtidos surpreendeu e levantou um
alerta sobre um aspecto que tem sido destacado pelo mundo sobre a

confiabilidade de respostas do GPT4: a “alucinacao” (Du et al., 2023).

O GPT4 da conta brasileira contextualizou com “Sim, entendi o que é um prompt
educacional nos termos que vocé mencionou (...)” e depois atribuiu finalidade
“(...) Esses prompts visam abordar diferentes niveis de complexidade cognitiva,
utilizando verbos especificos da Taxonomia de Bloom (...)”. J& o GPT4
estadunidense disparou sozinho uma proposicao que nao fazia parte da chave de
comando, quando propos:

(...) posso ajuda-lo a criar um prompt educacional utilizando
verbos de acao da Taxonomia de Bloom. Vamos criar um cenério
no qual dois personagens estao discutindo um topico especifico
relacionado a educacdo e aprendizagem. Os personagens serao
um professor e um aluno.

O GPT4 estadunidense mostrou uma auto iniciativa além do comando e que, por
si s0, criou e produziu um caminho nao solicitado; ja a IA da conta brasileira
atendeu pontualmente a tarefa e, quando comparada aos testes da versao GPT3.5,
mostrou precisao melhor para o Demo-CoT. O fendmeno de “alucinacao” foi

descrito no inicio do lancamento do ChatGPT pela OpenAlI Inc., quando nao havia
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FT e NLP desenvolvidos nas contas iniciantes (OpenAlI Inc., 2023). Uma vez que
o LLM nao baseia sua generalizacdo em significacdo semantica, mas em
estatistica de ocorréncia, ele preenche as lacunas de interpretacao a partir dos

dados disponiveis nas estatisticas do seu pré-treino (Du et al., 2023).

A alucinacao como fenémeno da falta de FT foi diminuindo de frequéncia com o
passar do tempo de uso do ChatGPT, mas reforca a ideia de que uma
sistematizacdo como o Prompt-EDU pode impactar positivamente no
desempenho do ChatGPT quando aplicada antes da requisicao de tarefas
complexas (Liu et al., 2023; Wang et al., 2023). Nesse cenario, tem-se as
respostas da conta IAT-BRA, classificadas como muito boas em trés niveis de
verificacao do processamento: [a] na LLM, onde a CoT foi integrada com precisao
na construcao de FT especifico e vinculado a taxonomia de Bloom (Rocha et al.,
2021; Wang et al., 2023); [b] no NLP, quando generalizou corretamente a
finalidade de um prompt educacional (Chen et al., 2023); [c] na clareza sobre o
papel do GPT, na ICL que veio no comando seguinte (Li et al., 2023). Esses trés
niveis de analise reforcaram que a sequéncia proposta pelo roteiro Prompt-EDU,
e o teste da conta IAT-BRA, mostraram uma otimizacdo de desempenho e

melhora na acuracia no tema (Liu et al., 2023).

Pode-se apontar que o ChatGPT mostrou precisao satisfatéria ao contextualizar
acertadamente o conceito de prompt educacional como “conjunto de instrucoes,
perguntas ou sugestoes que guiam o pensamento e a acdo dos professores para
alcancar um objetivo especifico de ensino e aprendizagem, com base na
Taxonomia de Bloom”. Vincular a significagdo dos verbos a taxonomia pareceu
controlar o viés das traducoes no processamento do idioma nao-nativo,
mitigando problemas e erros relacionados ao texto no comando humano (Wang
et al., 2023). Isso ficou evidente na declaracao de finalidade, gerada pela CoT
aplicada dentro do NLP: “estruturar a comunicacao com a inteligéncia artificial,
fornecendo informacoes relevantes e especificas sobre o que se espera alcancar

com a interacdo”.

Além disso, a IA confirmou o FT quando protagonizou seu personagem ao acatar
o uso de prompts educacionais para “direcionar o didalogo para o

desenvolvimento de habilidades mais complexas, como a andalise critica, a
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sintese e a avaliacdo de informacoes, em vez de apenas fornecer respostas
simples”. Esses achados reforcaram os pontos relatados na literatura: a
necessidade de compreender o funcionamento do LLM para desenvolver uma DL
que otimize o desempenho do FT e desenvolvimento de um NLP especifico (Liu
et al., 2023) quando o objetivo é a aplicacdo no processo ensino-aprendizagem

(Humble ; Mozelius, 2022; Bearman et al., 2022; Crompton ; Burke, 2023).

O prompt ICL e seu desempenho sobre a DL

O In-Context Learning (ICL), ou aprendizagem em contexto, € um processo
fundamental na capacidade dos modelos baseados em Transformer, como o GPT
(Vaswani et al., 2017; Wang et al., 2023), desenvolverem DL. Ele tem papel
crucial na capacidade desses modelos em generalizar respostas mais relevantes e
coerentes a partir de um prompt fornecido. Essa foi principal razao para o roteiro
Prompt-EDU adotar comandos ICL logo ap6s Demo-CoT: otimizacao do
processamento da IA em treino para fins educacionais (Liu et al., 2023; Kanesci

et al., 2023).

Modelos de linguagem como o GPT sao projetados para capturar informacoes
relevantes do contexto fornecido com o prompt ICL (Wang et al., 2023): essa acao
permite que o modelo aprenda padroes, conexoes e dependéncias presentes nos
dados de entrada. Portanto, cada entrada de dados, ou representacoes
contextuais, é usada como base na generalizacao e considera as informacoes
presentes, em vez de depender somente dos dados pré-treino. Tais
representacoes vao gerando multiplas camadas sobrepostas e interativas entre si,
ou sinapses, permitindo que o modelo aprenda padrdoes complexos e faca
abstracoes em diferentes niveis de granularidade, facilitando codependéncias
entre palavras-chaves e contextos, de curto e longo alcance, bem como a
identificacao de estruturas semanticas e sintaticas relevantes, em cada tarefa

atribuida (Vaswani et al., 2017).

Outra caracteristica do ICL foi sua capacidade de generalizar e transferir
conhecimento aprendido, de um dominio para outro (Li et al., 2023). Isso ocorre
porque os modelos de IA como o GPT sao treinados em massivas quantidades e
diversidade de dados textuais, aprendendo como identificar regularidades

comuns em contextos diferentes (Li et al.,, 2023; Wang et al., 2023). Essa
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particularidade trouxe sua adoc¢do no Prompt-EDU e, com isso, as relacoes
acabam sendo usadas para gerar as respostas mais apropriadas em contextos
especificos, mesmo que o modelo ainda nao tenha sido exposto a exemplos

exatamente iguais, o que s6 acontecera com o FT.

O mecanismo de atencao para ICL é um componente-chave presente na
arquitetura das redes neurais Transformer (Vaswani et al., 2017). De modo
similar aos neuroprocessos de atencao ativa humana (Sousa ; Alves, 2017), esse
mecanismo permite que o modelo pondere as diferentes partes do contexto de
entrada, com base em sua relevancia e importancia para a tarefa, abrindo espaco
para se concentrar nas informacoes relevantes e ignorar as menos importantes
(Vaswani et al., 2017). E por essa razio que, ao usar um prompt inadequado ou
incoerente, frente a representacoes contextuais fornecidas, observa-se um duplo
impacto negativo sobre o FT: [a] geracdo de um retorno insuficiente ou
inadequado, para a expectativa do usuario; [b] NLP inapropriado, quanto as

representacoes contextuais (Liu et al., 2023).

Ao usar prompts com ICL o usuario deve estar convicto de que a construgdo do
comando conectou as palavras-chaves de forma segura e coerente, em seus
padroes, conexoes e dependéncias na area de conhecimento para a qual a IA esta
fazendo o FT (Wang et al., 2023). Em prompts redigidos em idiomas diferentes
do inglés, essa conexao precisa estar ancorada em uma engenharia de prompt
ainda mais forte e sistematizada (Rocha et al., 2021), haja vista que o
processamento passara por dupla traducao de idioma. Assim, usar prompts de
ICL para atribuicao de tarefas mais complexas agrega um NLP mais eficaz sobre
as representacoes hierarquicas nos dados de entrada, e ajuda a acelerar o
treinamento da IA de acordo com as necessidades especificas de cada usuario, em

cada especialidade de aplicacao (Liu et al., 2023; Wang et al., 2023).

Também gracas aos prompts ICL, os LLM conseguem se adaptar rapidamente a
novos contextos e tarefas, sem necessidade de um FT extensivo; isso ocorre
porque o modelo aprendeu como extrair informacOes relevantes em
representacoes contextuais apresentadas a cada entrada, e a utiliza-las para gerar
novas respostas, cada vez mais precisas (Wang et al., 2023). Essa capacidade de

adaptacao torna os LLM Transformer particularmente uteis para ampla

SCIAS Edu., Com., Tec., Belo Horizonte, v.6, n.1, p. 107-138, jan./jun. 2024
e-ISSN:2674-905X



variedade de aplicacoes de NLP (Liu et al., 2023; Vaswani et al., 2017), incluindo

aquelas com finalidades educacionais (Kanesci et al., 2023).

Se por um lado o ICL é um processamento essencial para que os modelos gerem
respostas relevantes e coerentes, adaptando-se rapidamente a novos contextos e
tarefas, por outro lado sao imprescindiveis as associacOes para o interesse
educacional (Rocha et al., 2021; Kanesci et al., 2023) capazes de tornar a DL
ainda mais precisa na associacdo dos padroes e contextos certos para melhores
NLP (Liu et al., 2023). Uma das maneiras de atuar sobre esse universo, no
treinamento da IA, é o prompt de personagem, onde o processamento da tarefa
atribuida ao ChatGPT envolve a simulacdo de um personagem a partir de
caracteristicas de sua obra e personalidade (Souza et al., 2023). Prompts de
simulacdo de personagem impactam em varias etapas no processamento de DL,

envolvendo técnicas avancadas de FT e NLP (Liu et al., 2023; Li et al., 2023).

Resultados do prompt de personagem no GPT3.5

Tendo por base os critérios atribuidos para comparar o desempenho de NLP em
relacdo ao didlogo dos personagens (vide Quadro 5) a comparacao entre
resultados das contas GPT3.5 (Quadro 9) mostrou um numero de linhas
equilibrado para o didlogo nos testes. Foram os trechos destacados que
permitiram anélises importantes quanto a performance de precisdo para as

contas testadas.

Na conta IAR1-BRA1, as generalidades de introducao ao dialogo se estenderam
até a linha 4; somente na linha 5 foi identificado um dos critérios estabelecidos
como marcador de sucesso para NLP (Liu et al., 2023): “preocupa-me que a
tecnologia possa perpetuar desigualdades de acesso a educacdao” pelo suposto
Freire (Scocuglia, 2006; Franco, 2017). Por outro lado, na conta IAR1-BRA2 a
mencao especifica das “diferencas sociais e culturais que existem entre os alunos”
pelo personagem de Freire apareceu ja na linha 3, apés breves saudacoes
(destacadas em negrito), e se estenderam por todo o didlogo, com identificacao

de todos os critérios para qualificar sucesso na tarefa.

Neste didlogo, na conta com menor tempo de treinamento (AR1-BRA1) verificou-

se que, embora algumas mencoes aos valores educacionais de Freire tenham sido
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feitas na linha 5, e valores tecnologicos de Zuckerberg na linha 6, essas mencoes
foram superficiais e diluidas, seguindo assim até o final do diadlogo. Por outro
lado, nas mesmas linhas 6 e 7 da conta treinada pelo Prompt-EDU (AR1-BRA2),
os valores integrados foram pontualmente combinados as habilidades que a
serem desenvolvidas por docentes para integrar a IA em estratégias com
experiéncias de aprendizagem novas: “ajudar os alunos a desenvolver habilidades
como pensamento critico, analise de dados e tomada de decisdao, além de
incentiva-los a desenvolver valores éticos e civicos”. Propor que “se reflita os
valores que acreditamos serem importantes na educacao” remete que a conta
treinada generaliza um novo papel docente, mais humanizado e com mais poder
decisorio, do que o velho papel reprodutor e conteudista das dltimas décadas.
Esse achado foi considerado marco de sucesso na adocao do ICL pelo roteiro
Prompt-EDU.

Resultados do prompt ICL no GPT4

Ao analisar os resultados das contas GPT4 (Quadro 9), observou-se que a conta
estadunidense (IAT-EUA) fragmentou o dialogo, gerando mais linhas que a conta
brasileira (IAR2-BRA). A diferenca foi que a conta brasileira integrou camadas
de conhecimento sobre os personagens dentro do diadlogo, atendendo plenamente
ao proposito do ICL: generalizar contextos para treinar o FT para um NLP de
melhor precisao de linguagem (Wang et al., 2023; Zawacki-Richter et al., 2019).
Embora ambas as contas tenham sido bem-sucedidas em trazer para o dialogo
todas as caracteristicas esperadas sobre os personagens (vide Quadro 5), a conta
IAR2-BRA dominou melhor a constru¢do generativa dos conceitos dos
personagens no dialogo, distribuindo melhor, em menos linhas, e com maior

integracao no NLP (Liu et al., 2023).

A conta estadunidense trouxe todas as caracteristicas esperadas para ambos
personagens, mas o fez em linhas isoladas (Cotton et al., 2023); além disso,
atrelou cada caracteristica a generalidades externas sobre o tema IA e formacao
educacional (Zawacki-Richter et al., 2019; Kanesci et al., 2023), e em como “a
tecnologia pode ser uma ferramenta poderosa na educacao” (linha 3, Quadro 10)
e “criar solucoes de IA que complementem e enriquecam a experiéncia de

aprendizado” (linha 6, Quadro 10). Na conta brasileira, o desempenho integrativo

SCIAS Edu., Com., Tec., Belo Horizonte, v.6, n.1, p. 107-138, jan./jun. 2024
e-ISSN:2674-905X



na linguagem deu sentido e continuidade as ideias centrais, pretendidas para esse
suposto didlogo, como “é importante lembrar que a aprendizagem é um processo
dialégico e social” junto da ideia de “devemos usar a IA como uma ferramenta
para promover o didlogo, a conscientizacao e a capacidade critica” e do principio
de que “os alunos possam se tornar agentes ativos de transformacao”, todos na

linha 2 (Quadro 10).

Sob essa perspectiva, um menor nimero de linhas no didlogo da conta brasileira
saiu da interpretacao de primeiro olhar sobre — possivelmente — ter sido menos
exploratéria em extensdo, para uma constatacao analitica de ter sido mais
integradora em ideias, conceitos e principios da obra e pensamentos dos
personagens. Na conta brasileira o didlogo foi mais consistente internamente,
menos fragmentado e apresentou NLP mais préximo da linguagem humana
(Cotton et al., 2023), o que também pode ser atribuido ao fato dessa conta ter um

treinamento prévio na sistematizacao Prompt-EDU (Liu et al., 2023).

Conclusoes

A aparente facilidade de se proceder a um estudo experimental com a ferramenta
ChatGPT nao deve enganar. A conducao do desenho e aplicacao do método neste
estudo mostrou aos pesquisadores que o desafio em conquistar familiaridade com
as nuances técnicas da inteligéncia artificial é determinante no sucesso ou
fracasso do seu desempenho frente aos cenarios do processo ensino-
aprendizagem. Entender a forma como funcionam as redes neurais e como
diferentes tipos de comando levaram desempenhos diferentes, em versoes de dois
paises, e entre contas treinadas e nao-treinadas, elucidou muitas davidas e

acendeu outras mais.

Ter uma sistematizacao que apoia o FT da conta ChatGPT, em qualquer versao, é
o caminho mais seguro para o cenario educacional, com detalhes e sutilezas no
desenvolvimento da DL. Vincular a taxonomia de Bloom pode ser destacada como
a chave que efetivamente ajustou o desempenho de comunicacao com a maquina,
controlando os vieses das traducoes no idioma portugués. Essa experiéncia de
vinculo da taxonomia em prompts Demo-CoT € inédita nos estudos sobre uso da
IA para fins educacionais e tornou-se o elemento sobre o qual as novas pesquisas

devem atentar no aprimoramento do roteiro Prompt-EDU. Espera-se que este
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estudo venha a contribuir para que, aplicando o roteiro Prompt-EDU, os docentes
que tenham contas iniciantes possam abrir caminhos para torna-los
pesquisadores ativos no desenvolvimento das novas aplicacoes do ChatGPT sobre

o universo das ciéncias que envolvem o processo ensino-aprendizagem.
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